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Abstract

In legal reasoning the Bayesian network approach has gained increasingly more attention over the last
years due to the increase in scientific forensic evidence. It can however be questioned how meaningful a
Bayesian network is in terms that are easily comprehensible by judges and lawyers. Argumentation mod-
els, which represent arguments and defeat, are arguably closer to their natural way of arguing and therefore
potentially more easy to understand for lawyers and judges. The automated extraction of rules, arguments
and counter-arguments from Bayesian networks will facilitate the communication between lawyers and
judges on the one hand and forensic experts on the other. In this paper we propose a method to auto-
matically extract inference rules and undercutters from Bayesian networks from which arguments can
subsequently be constructed.

1 Introduction

One of the major problems in legal reasoning about evidence is that lawyers and judges have difficulties
with the interpretation of statistical evidence. The growing popularity of scientific evidence such as DNA
and fingerprint matching poses a serious challenge. A need for scientifically founded methods to assess the
value of probabilistic evidence has arisen. This is illustrated by some of the recent miscarriages of justice,
see for instance the notorious cases of Sally Clark and Lucia de Berk.

There are a number of different modelling methods for evidential reasoning that have gained popular-
ity over the last years. Closest to the nature of probabilistic evidence is the approach based on Bayesian
networks (BN’s). A Bayesian network completely defines the probability distribution over all variables of
interest. That is, given a Bayesian network any probability over its variables can be calculated. Forensic
scientists often use Bayesian network models to model their findings [3,4}8L/12].

A drawback of the use of Bayesian networks is that a BN’s meaning is not very intuitive and therefore
hard to understand. Supporters of this approach often argue that the structure of the graph is an intuitive
representation of the relation between the variables, but in reality the meaning of the graph is often not
easily explained. This is due to the fact that edges, and in particular the direction of the edges, suggest
causality, but in fact have no intuitive interpretation in Bayesian networks.

An alternative way of modelling such evidence is presented by research in argumentation. Argument
models are presumably more intuitive and natural to follow for lawyers and judges. Reasoning about argu-
ments, inferences and counter arguments is something that requires less mathematical insight for judges and
lawyers to understand.



In this pape we will combine Bayesian networks and argumentation in order to bridge the gap between
forensic and legal experts. We do so by proposing a method to extract arguments and counterarguments from
a Bayesian network. This research is an explorative first step into the combination two modelling methods.
The resulting understanding is necessary to facilitate reasoning with statistical evidence in law.

Inspiration for this approach was taken from Vreeswijk [14] and Williams and Williamson [15]. Some
similarities and differences will be discussed in Section[5] We focus on the construction of arguments from
a BN as opposed to, for instance, Lacave and Diez [6,/7] who have proposed other kinds of explanation
methods for Bayesian networks.

In Section 2] the concepts from the fields of argumentation and Bayesian networks will be briefly intro-
duced. Section |3| describes our method to extract arguments and undercutters from a BN, followed by an
example in Section []to illustrate how this method handles different aspects of probabilistic reasoning. We
will reflect on the method and compare it to the work of others in the discussion in Section [3}

2 Background

2.1 Argumentation

As mentioned, we are interested in arguments about a legal case for which we have a Bayesian network
model. Various methods exist to obtain such a network but that is not the topic of this paper. In general
arguments consist of inference rules which have a conclusion and one or more premises. Traditionally these
inference rules are deductive, which means that the conclusion cannot be false whenever the premise is true.
Starting with work of Pollock [11]], defeasible reasoning has gained popularity. Defeasible arguments or
inference rules are not strict in the sense that their conclusion may prove to be false in the future even when
their premise is true. Their premise merely indicates the truth of their conclusion until further information is
added. Rules that are not strict but defeasible are written as r : (o = . Strict rules are written as r : ¢ — .

Inference rules can be combined into arguments. Where inference rules are the atomic steps of reasoning,
arguments represent the broader reasoning. We will adhere to the ASPIC+ framework for argumentation [9].
We will construct arguments with both strict and defeasible rules and we use preferences to resolve conflict.
The ASPIC+ framework is most suitable for this situation. We will only discuss the informal intuition of
the framework and refer the interested reader to the work of Modgil and Prakken [9] for a formal account of
these matters. The ASPIC+ framework takes the following as input:

e alogical language £

e aunary negation function that maps language elements to their opposites.
e defeasible rules with a < relation defined over them

e strict rules

e a knowledge base: K C L.

The advantage of this approach is that once the notions of inference and undercuﬂ are defined the
framework defines the arguments that can be constructed and how they attack and defeat (successfully
attack) each other. In the ASPIC+ framework an argument is either:

e an item from the knowledge base

o the application of a strict rule to the conclusion of one or more existing arguments

o the application of a defeasible rule to the conclusion of one or more existing arguments

ASPIC+ combines inferences into arguments by connecting the conclusions of one or more arguments to the
premises of an inference rule. As such, an argument can be seen as a tree of inferences where each subtree
represents a subargument.

IThis research is part of an NWO forensic science project (nttp://www.ai.rug.nl/~verheij/nwofs/), which aims to
combine Bayesian networks with narrative approaches [[13]] and argumentation. This builds on the work of Bex [1] who combined
narrative and argumentation models.

ZNote that the framework also has a notion of undercutter that follows closely from the undercutting or inference rules.
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Three modes of attack amongst arguments are distinguished: ‘rebuttal’, ‘undermining’ and ‘undercut-
ting’. A rebuttal of an argument is the contradiction of its conclusion or the conclusion of one of its subar-
guments. The second way to attack an argument is to show that one of the premises is false. This method
of attacking an argument is called undermining. The third way in which an argument can be defeated is
to directly attack the inference itself. To say that an inference is not valid (or does not hold in the specific
case) voids the argument. This is called undercutting an argument. An undercutter of an argument is an-
other argument that invalidates the application of the defeasible rule in that argument. We abuse language
to refer to an inference rule which negates another inference rule as an undercutter as well, although such
an inference rule is formally not an argument by itself. To express the validity or invalidity of an inference
ASPIC+ assumes a function that maps defeasible inferences to names in the object language. When we
write an inference rule r : ¢ = 1), the variable r will be the name of the inference rule. This enables us to
reason about undercutters. Undercutting always succeed and will therefore always result in defeat. This is
not true for rebutting and undermining. A rebuttal will succeed when it is not itself rebutted by the attacked
argument. A similar condition holds for underminders. Otherwise the success of the rebuttal or underminer
is determined by an admissible argument ordering. A commonly used ordering that we will adhere to is the
so called weakest-link principle that orders arguments on the strength of the weakest defeasible rule in the
argument. The set of successful attacks defines the defeat relation. These attacks are used to apply Dung
semantics [2]].

2.2 Bayesian networks

In probability theory models are specified in terms of variables. In probabilistic legal reasoning, for instance,
a variable could be used to model whether or not two fingerprints match. It is not uncommon to model certain
aspects of the psychological state of the suspect as a probabilistic variable as well. All of the above examples
are discrete variables with two possible values, but variables with three or more values are also possible.
These values are mutually exclusive (at most one is true at once) and collectively exhaustive (at least one is
true). For simplicity, only binary-valued variables will be considered from here on. A probability distribution
over a number of variables defines the probability of every possible combination of value assignments to
these variables. Without additional information it is impossible to characterize a probability distribution
in any more efficient way than to enumerate all possible instantiations with their respective probabilities.
However, in practice additional information is often available in the form of probabilistic independences.
Two variables A and B are said to be independent when P(A) = P(A|B), or equivalently if P(B) =
P(B|A). Two variables A and B can also be independent given a set X of other variables. This is the case
when P(A|X) = P(A|BX).

A Bayesian network [[10] is a model that represents a probability distribution that satisfies a certain
independence relation. It consists of a directed graph with one node for every variable. The nodes are con-
nected by directed edges. To define the full joint probability distribution (P(ABC'...)) only the conditional
probabilities of the variables given their parents in the graph are required:

P(ABC...) = H P (X |parents(X)) (D
X€{A,B,C,...}

Independence between variables can be read from the graph by means of so called d-separation. Two
variables X and Y are d-separated by a set of observed variables Z iff every trail from X to Y is blocked by
Z. A trail is blocked by a set Z iff either (1) at least one node on the trail which does not have two incoming
edges on the trail is in Z. (2) or at least one node on the trail which does have two incoming edges on the
trail is in Z or has a descendant in Z. The term d-connected is used as the opposite of d-separated.

Whenever two variables are d-separated according to the graph they must be probabilistically indepen-
dent. This is known as the d-separation criterion and it justifies the above factorisation of the probability
distribution.



3 Extracting rules and undercutters from a Bayesian network

In this Section we will describe a method to extract inference rules and undercutters of those rules from a
Bayesian network. In Section 4] we will show what kind of arguments can be built from these inferences.
One of the difficulties with argumentation is that it is hard to capture the strength of an inference rule. More
specifically, it is hard to decide what rules (and therefore which arguments) must have precedence. We will
use a probabilistic method to allow for a numerical valuation of inferential strength. From this numerical
strength an ordering of inference rules is easy to obtain.

3.1 Inference rules and strength

We will consider every pair of value assignments as a candidate for a rule. The first value assignment is the
premise, the second the conclusion. We immediately exclude all rules for which the variables of the premise
and the conclusion are the same or d-separated. For simplicity we will consider inference rules with a single
premise from here onwards.

Since we assumed that nodes are binary we can refer to the positive outcome of a variable A as a and to
the negative outcome as —a. An inference rule is then a statement of the form ¢ = 1, where ¢ and ) are
propositions derived from two different variables in the network. So, both ¢ and @ can be statements like
‘variable A has value @’ or ‘variable B has value —b’. We will use the shorthand notation —¢ to denote the
other value of the same variable.

We are interested in the strength of inferences so we need a measure of inferential strength that is based
on the probability distribution defined by the Bayesian network. Note that this measure of strength is based
on the probabilities encoded in the network and not on the independence relation that is modelled by the BN
graph. Consider an inference rule ¢ = 1.We will adhere to the following definition of inferential strength
s(r) of rule r : ¢ =

s(r) = P|e) @
P(]-)
If we interpret probabilities as degrees of belief then this expresses the factor by which our belief in the
consequent grows when the evidence is changed from false to true. Many alternative measures of strength
are imaginable and we will briefly discuss a number of them in Section 5]

3.2 Undercutters of rules

The rules that have a high strength according to the definition above are still defeasible in the sense that
other observations may weaken or even completely nullify the positive effect of ¢ on ). How then can these
inferences be attacked? We will say that a value assignment p undercuts the rule ¢ = 1) when the measure
of strength no longer yields a strength above one when both probabilities are conditioned on p as well. For
instance, for the measure of strength as described above, we consider the fraction

_ _PWlpy)
P@lp=p)

When this fraction is less than one we will conclude that p undercuts the inference from ¢ to . This then
yields a method to extract undercutters of inference rules. Undercutters, as opposed to the inference rules,
do not need a strength since they always succeed.

u(r, p) )

3.3 Extraction algorithm

Given a Bayesian network we are now interested in inference rules (and ultimately arguments) that follow
from that network. We have identified what an inference rule is and how it probabilistically relates to the
model. We will now describe how these inference rules and undercutters can be extracted from a Bayesian
network. The process is algorithmically split in two phases. In the first phase all candidates are enumerated



and in the second phase the ones with an insufficient strength (less than or equal to one with our choice of
s(r), since at a value of one the influence turns from positive to negative) are discarded. The enumeration of
candidates takes place by combining every possible variable value as a premise with every possible variable
value as a conclusion. Of course, pairs of value assignments to the same variable are not considered and
neither are value assignments to nodes that are d-separated (and therefore probabilistically independent).
To summarize, the general structure of the algorithm to extract inference is presented as pseudo-code in

Figure[Ta

input : Bayesian network G with nodes N input : defeasible rules R
output: defeasible inference rules R output: Undercutters U
for Ny € N do forr: p=19Y € Rdo
fOPNQEN,N1#N2d0 for p €
if nor d-separated (N1,N2) then d-connected-variables (1|p) do
for v; € values (N;) do if u(r, p) <1 then
for vy € values (Ny) do add undercutter p — —r to U

7+ (v = v2);
if s(r) > 1 then
add this rule r to R

(b) Peudo-code to extract undercutters of rules.

(a) Pseudo-code to extract inference rules.

Figure 1: pseudo code for the extraction of inference rules and undercutters.

We do something very similar for undercutters. For every rule we try to find undercutters by considering
every possible single variable assignment as a candidate to be an undercutter. So, for every rule ¢ = %
all possible value assignments p to other variables are considered as a candidate undercutter. Here again,
we discard the undercutters that are probabilistically independent of the conclusion 1) given the premise. In
pseudo-code the algorithm to extract undercutters is given in Figure

3.4 Argument construction

With the extracted inference rules and undercutters, we proceed by constructing arguments using the ASPIC+
framework. This means that we have to define the different elements of the argumentation framework.

o for the logical language £ we take all value assignments to a node. The language will also contain an
element r for every extracted defeasible rule that represents the validity of that rule.

o the negation function maps every value assignment onto the other value assignment of the same node.

o the extracted inference rules are used as the defeasible rules. The ordering follows naturally from the
strength of the rules.

e undercutters are captured in strict rules.

o the knowledge base contains the set of observed variable values. To be able to speculate about vari-
ables that are not observed we add both values of these nodes to the knowledge base as well. In
other contexts it may be more appropriate to model these differently. For instance as a social kind of
‘ordinary’ knowledge or as defeasible rule without a premise.

4 Example case

To show the result of the described method we present a small fictive case. The network is shown in Fig-
ure[2]together with the extracted arguments. It represents part of a fictive case about the location of a suspect
and two pieces of evidence related to this location. We suppose that the outcomes of the DNA matching
test and the cell phone localization are observed as well as the amount of DNA in the sample, but to il-
lustrate the approach we add these one by one to show how the resulting arguments change. Let us first



(phone distance to c.s.)

large

present | absent
near 0.8 0.01
far | 0.2 0.99 far
Location Amount
(of suspect at time T) (of DNA in sample)
crime scene 0.1 small 0.2 @j
elsewhere 0.9 large 0.8
\ DNA / I
(outcome of the profile matching) crime elsewhere
present absent scene
small | large | small | large . .
match 07 0.9 08 001 (b) The inference rules and their strength extracted from
no match 03 01 0.2 0.99 the example BN. Every inference rule is displayed as an

arrow with a small circle halfway that states the strength.

(a) Example Bayesian network representing the suspect’s
presence at the crime scene, two possible pieces of evi-
dence (a DNA test and the location of the suspect’s cell
phone at the time of the crime) and the amount of DNA
that was recovered from the DNA trace.

undercutters are displayed as a dashed, cross-tipped arrow
pointing to the circle of the inference. Only inferences
with a strength greater than five are shown to prevent vi-
sual clutter. As a result several rules, such as for example
no_match=-large, are not visible in the graph.

Figure 2: The example network and the extracted inference rules visually represented.

assume that DNA=match and Amount=small were observed. This evidence is entered by adding it to the
knowledge base K. Some arguments can already be built with this knowledge. For instance, with the rule
DNA=match=-Location=crime scene we can derive an argument with the conclusion Location=crime scene.
This argument can be undercut by an argument for Amount=small. Both arguments and their undercutting
attack are shown in Figure[3]

Amount=small

DNA=match

Location=crime scene

v

Amount=small

DNA=match Cell=far

W

Location=crime scene Location=elsewhere

v

Figure 3: The upper argument undercuts the lower. Figure 4: A rebuttal is added for the location of the

suspect.

Let us now add the evidence for the cell phone location. We suppose that the cell was observed by a
GSM tower far away from the crime scene. A third argument can thus be constructed from Cell=far to
Location=elsewhere. This is Visualised in Figure 4| Since Location=elsewhere and Location=crime scene
are both values of the same node they negate each other and will therefore also rebut each other. As we
have described, the ASPIC+ framework resolves this bidirectional attack by comparing the arguments on
their weakest inference rule. So, besides for the selection of rules, the strengths of inferences are used
again to determine argument defeat. In this particular case the argument for Location=crime scene defeats
the argument for Location=elsewhere. The resulting defeat relation between the arguments is shown in



Figure [5] Note that here we have drawn all arguments including the trivial sub-arguments (B and D) for
DNA=match and Cell=far. These arguments do not play a role in the defeat relation but we show them for
completeness because without them the arguments C' and F could not exist.

To these arguments and the defeat relation we can apply any Dung-style semantics [2]]. The set {A, B,
D, E} is a grounded, stable and preferred extension of the argument framework. This means that argument
E, although it defeats C, will be defended by A. We can also see that the sub-argument B is by itself not
incompatible with A and therefore the conclusion E can be accepted without disregarding any evidence.
The posterior probability P(absent|match, small, far), which we can calculate with a traditional Bayesian
network approach, is 0.98. The outcome of the argumentation approach is thus in accordance with what was
to be expected from the Bayesian network.

0 e Figure 5: The abstract argument graph with the defeat

relation. A is the argument for Amount=small, C is the

argument for Location=crime scene and FE is de argu-

ment for Location=elsewhere. Arguments B and D
@ G are the sub-arguments for DNA=match and Cell=far.

5 Conclusions

We have described how inference rules can be extracted from a Bayesian network and combined into argu-
ments using APIC+. This is an important step in the connection between two of the approaches of reasoning
with evidence. From the Bayesian approach we inherit the possibility to express properties in a numerical
way and from the argumentation approach we inherit the notion of argument and attack.

We used one particular measure of strength to illustrate the approach but any other measure of strength
could easily be substituted. Many alternatives to this measure of strength exist. Which measure is most

appropriate must be decided by further research. Possibilities for this choice include P(|p), ;Eflljfz),

P(lp) — P(p|—~p) and Pf(f(zl“)’), but many more are imaginable and all have certain advantages and disad-
vantages.

5.1 Related work

The idea to use Bayesian networks to assist the process of argument selection is not new. Williams and
Williamson [|15]] have also proposed a method to select strong probabilistic arguments. Vreeswijk [14]
has proposed a method to extract arguments from Bayesian networks. What our approach shares with the
mentioned methods is that we take node values as the premises and conclusions of the inference rules.
However, we introduce a method for extracting inference rules from Bayesian networks, which eliminates a
number of shortcomings in Vreeswijk’s approach. For instance, Vreeswijk’s method only extracts inference
rules in the direction of the arc in the network, which is not sufficient because the arcs in a Bayesian network
do not necessarily bear inferential information.

One of the key differences with the work of Williams and Williamson is that they consider every infer-
ence rule to be either strong or unacceptable. They just check that P(¢|p) is greater than P()|—¢). In
our method inference rules can be compared on the basis of their strengths. In addition, it seems from their
examples that they only consider pairs of variables that have a parent-child relation in the graph, but it is not
specified how they select the candidate rules for inferences. They also have an ambiguity in the definition
of the extraction rule. The already extracted rules can prevent certain other rules from being discovered.
Therefore the order in which they are added is important, but this order is left unspecified.

A similar approach to ours has been taken by Keppens [5]] who proposes a method to construct so called
Argument Diagrams from Bayesian Networks. A key difference is that Argument Diagrams express only
one view on the case whereas an Argumentation System can express argument for different views on the
case.



5.2 Future research

The approach should be extended to handle rules with more than one premise. Very often it is the combina-
tion of factors that causes the effect while neither of the individual factors could produce the same effect.
The influence of the choice of Dung semantics should be investigated since this will certainly make a
difference in the final results.
Currently, the strengths of rules are computed from the prior network and therefore do not include the
effects of evidence on strength. As a result, some arguments may remain undetected. In the near future we
plan to extend our method to include the updating of strengths upon entering evidence.
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