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Abstract

In the present paper, an approach to the formal modeling of lega
dedsion making is propcsed. It is presented in reply to a aitique
of two mgjor existing approaches. The aitique reveds topics that
these gproaches trea confusingly or fail to address at al. The
topics concern their philosophicd and technicd underpinnings,
their empiricd adequacy and their heuristic value. The gproac
of this paper is siown to address the topics negleded hy the
criticized approaches.

1. Introduction
Substantial progress has been made in the logic of law. Abstrad
topics like defeasibility and the process of argumentation have
been formaly analyzed with greaer theoreticd satisfadoriness
and concrete topics like precalent-based and statute-based
reasoning have been formaly analyzed in more detail and with
greaer empiricd adequagy. Still it i s hard to get a wherent view
onthe different opinions and approaches that have been proposed.
Though recently some atempts have been made to bridge the
unwarranted gap between precalent-based and statute-based rea-
soning models (cf. the work of Hage 1993and Prakken and Sartor
1998, this integrative task has not yet been completed to full
satisfadion. Recant interesting work by Bench-Capon and Sartor
(2000 adds to the diversity of approaches. A reason can be that
there still i s no common set of primitive nations that has turned
out sufficiently flexible and expressve to acommodate the
different approaches. In the present paper, a model of diaedicd
argumentation with argumentation schemes is presented in an
attempt to fill this gap. It can provide a approach to the
empiricdly adequate formal modeling of legal dedsion making.
The gproach presented here cmbines three idess. First, in
legal dedsion making any statement can be just as well suppated
(by areasonfor it) as attadked (by areason against it). It turns out
that this semingly trivial point becomes a powerful tool when it
is noted that it applies aso to statements expressng suppat or
atak. Sewnd, lega dedsion making uses dedicaed argu-
mentation schemes (like rule gplicaion, precalent distinction
and analogy) and these schemes tend to be defeasible or even
contingent. The modeling of argumentation schemes results in a
blurred bader between the logicd objed and meta-level, which is
unproblematic when dore sensibly. Third, legal dedsion making
isakind o diaedicd theory construction. Initial assumptions and
conclusions are qiticdly addressed by adducing reasons for and
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against them. The result is a gradually changing dialedicd theory
in which statements can at one time be justified and at others
defeded or unsettled. This processis heuristicdly guided by the
data and argumentation schemes avail able.

As a start, two existing approaches to the formal modeling of
legal dedsion making are aiticdly discussed in order to pasition
the gproach of the present paper.

2. A critique of two existing approaches

Many approaches to the formal modeling of legal dedsion making
have been propcsed. In order to pasition the one of the present
paper, it is presented in reply to a aitique of two of the major
existing approaches, viz. Prakken's (1997 and Hage's (199%).}
(Below, page numbers refer to these sources) Prakken has
provided logicd toals for modeling legal argument, in the form of
a theory of defeasible reasoning, presented as a dialogue game.
Hage presents a theory of reasoning with rules and the reasons
resulting from them, formalized in the logicd system Reason+
Based Logic. Both give gplicaions to legaly relevant issues,
such asrule exceptions, corflicts and vali dity.

Both approaches have degoened the understanding of the
formal modeling of legal dedsion making, the former espedally
with regards to the formaizaion o its defeasible aspeds, the
latter espedally with regards to its philosophicd and legal-
theoreticd underpinning. Here five themes are discussed that are
relevant for the formal modeling of legal dedsion making, and it
is discussed to what extent and with how much successthese ae
covered by Prakken's and Hage's approadh. (The following as-
sumes aqquaintance with the two approaches.) The themes are the
logic of argument defea, the logic of rules, the logic of law, the
empiricd adequagy of the gproaches, and their heuristic value.?

2.1 Thelogic of argument defeat

It is by now common knowledge that legal dedsion making in-
volves defeasible aguments, i.e., otherwise valid arguments that
can lose their justifying power in the light of defeaing courter-
arguments. (By convention, | will speek of defea when referring
to the property of arguments (or of statements or of one's favorite
objeds of defea) that they are defeded, and d attadk when
referring to the relation between arguments (or statements or ...)
that results in defed.) A key insight is Pollock’'s (1987
distinction ketween kinds of defea, viz. defea by arebutter or by
an uncercutter. Briefly, a rebutter is a reason attaking a reason
for an oppaite @wnclusion, and an undercutter a statement that
attacks that ancther reason suppats its conclusion. Both Prakken
and Hage give an acourt of undercutters and rebutters, but in

! Prakken's approach hes been developed in cooperation with
Sartor, see eg. Prakken and Sartor (1996). The present author has
contributed to Hage' s approach, see eg. Verheij (1996).

2 Verhelj (200() gives a 30 odd jage aitique of Prakken's
(1997 approach, some of which pdnts are recapitulated here.



different logicd forms (baoth dffering from Pollock’s form as
well). While Prakken (p. 174) considers them as types of argu-
ment attadk (where aguments are akind o derivations as they
occur in standard logic), Hage (p. 166€.) treas them as different
appli cations of the exclusion d rules as they underli e reasons.®

How are undercutters formalized in the two approaches? In
Hage's approach, Excluded(thief(x) = punishable(x)) has the
effed that Punishable(john) canna be derived from Vali d(thief(x)
= purnishable(x)) and Thief(john). As a result, Excluded(thief(x)
= purnishable(x)) (or areasonfor it) can be seen as an uncercutter
for the reason R(thief(x), purishable(x)).* In Prakken’s approach,
an argument of the form [P, P = Q, Q] undercuts an argument of
theform[P’, P’ 0~Q = R, R]. Here asentencelike ~Q stands for
‘Asauming that not Q', which is nat courted as a premise of an
argument in which it occurs, and thus needs no suppat. Only
arguments containing a wekly negated statement like ~Q in the
antecalent of arule can be undercut, viz. by an argument for Q.

An ursatisfadory asped of Hage's approach is that it gives a
rather complicated elaboration o Pollock’s smple and straight-
forward ndion d undercutting. Hage's example of undercutting
uses the full apparatus of Reason-Based Logic. As aresult, under-
cutting involves arule that is valid and hes a satisfied condition,
but is excluded, and therefore not applicable; provided there ae
no aher reasons concerning the rule's applicaion, the rule then
ought not to be gplied, and the rul€’'s conclusion daes nat foll ow.
Notwithstanding the value of Reason-Based Logic's richness
when modeling undercutting, it seams to give a1 unrecessarily
involved picture. Wereturn to this point in sedion 2.4.

Prakken's model of undercutting has a whally different
shortcoming: it canna model the undercutting of reasons to its
full generaity. An example is given by the agument [P, P = Q,
Q] in which P is areason for Q. This reason canna be uncercut.
(The agument is defeasible: it can be rebutted). If R were a
posshble undercutter of P as areason for Q, that would have to be
encoded in the condtional underlying the resson: P = Q would
have to be replaced with P 0 ~R = Q. Now the alapted argument
[P, PO~R = Q, Q] can be uncercut, e.g., by the mini-argument
[R]. This limited representability of undercutters is a severe
drawbadk, since it predudes that a reason is unexpectedly
undercut. In Prakken's approach, reasons can ony be undercut
when that is foreseen at the time of representation. This is
espedadly unfortunate since deding with sources of defea that by
their nature caana be expeded (like new legidlation), is one of
the principle ams of modeling defeasible reasoning in the first
place (We briefly return to this point in sedion 2.4.)

In the logicd system DErLOG it is draightforward and smple
to expressundercutters and aher kinds of defea (seesedion 3.3).

A deg question concerning Prakken’s work on argument

% It seams that Hage's (p. 167-8) example is not redly one of
Pollock’s rebutters snce it does nat recognize that the rebutting
statement shoud itself adually be areason to have its rebutting
effed. Hage's notion d a pro ouweighing a @n seams to be
closer to Pollock’s nation o arebuitter.

4 Hage (1997 uses a somewhat pealliar mixture of formal and
semi-forma symbals: negation is denoted by the symbal ~, the
validity of a rule by a recgnizable predicae Valid, and the
central nation d areason by the dbreviation R. Prakken (1997
aso uses a mixture, but more systematic. The logicd core uses
forma symbadls like = and <, whereas the legal applicaions use
recognizable predicates like appl.
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defea is related to his layered view on argumentation (p. 270F.),
espeddly with resped to his logic and daledicd layer. At the
logic layer, it is gedfied what contradiction is and which argu-
ments sippat a onclusion at all. The dialedicd layer deds with
attadk and defea, and determines whether an argument justifies its
conclusion. The logic layer can for instance be astandard logic,
like first-order predicae logic, or a nomrmonaonic logic. In the
first case, something very strange happens:. first-order predicae
logic is abou truth-preserving arguments, so howv can they be
defeasible? As aresult, for alogic based ontruth-preservation the
diaedicd layer must remain empty. In the second casg, it is very
unclea why the normonaonic logic is further ‘normonaonized’
a the didedicd layer. My way out of this is to integrate the
logicd and the didledicd layer into adiaedicd logic, such as my
system DerLoG below. Arguments become dialedicd in the sense
of incorporating both suppat and attadk, and can be dialectically
justifying (i.e., withstand courterarguments in a cetain spedfic
sense), instead of only merely suppative.

2.2 Thelogic of rules
In the mntext of legal dedsion making, rules play a cantra role.
The typicd example is the rule that thieves are purnishable.
Prakken expresses rules as a kind d condtional sentences like P
= Q. They are akind d rules of inference (i.e., not a part of the
ordinary logicd objed language) in order to make them ‘uni-
dirediona’ to use aterm by Prakken, in the sense of nat all owing
contraposition (from not-Q and P = Q, infer not-P). The
condtional = canna be nested, so that P = (Q = R) isnat arule.
In order to express rule properties (like a rule's validity or
applicability), Prakken all ows that rules are named. For instance,
that d isthe name of P = Q isdenoted as d: P = Q. Hage onthe
other hand dces not want to formdize rules as condtional
sentences, and emphasizes that they are individuals (and nd states
of affairs). He therefore denotes rules as logicd terms with a
condtional form, like p = q. Properties of rules are now
straightforwardly expressble using predicaes, like in Vaid(p =
q). It shoud be stressed that both Prakken and Hage do nd derive
the behavior of their rules from existing formadizations (like the
materia implication d standard logic) but defineit from scratch.
Both approaches can be made to work, but not in all respeds
equaly satisfadory. The problem of Prakken's approach is an
inherent limitation o his naming method though it can be used to
expressproperties of rules, these properties canna by themselves
affed the logicd behavior of the named rule. An example is the
ruled: P = Q. It is now for instance possble to expressthat the
rule has an exception (e.g. as exc(d)) and that R gives rise to an
exception (R = exc(d)). However, as it stands the behavior of the
rule d: P = Q is unaffected by such expressons. For instance
asauming or concluding that exc(d) does as yet not lead to new
ways of blocking the rule d: P = Q. Only when the rule is
somehow suitably adapted, the naming technique can affed the
rule's logicd behavior. An example is the change of therule d: P
= Qtod: P O~exc(d) = Q. Now exc(d) can have anew effed,
for it can uncdercut an argument that contains d: P O ~exc(d) = Q.
The limitation d Prakken's naming method also implies that
reasoning abou rules canna be modeled to full satisfacion. For
instance, it is hard to formali ze the derivation o arule from afad
(e.g., conclude P = Q from R, asin the agument that if Johnisa
thief he is punishable since thieves are punishable) or the
derivation d arule from other rules (e.g., conclude P = R from P
= Qand Q = R). The main causes are that Prakken’'s rules form a



fixed part of the domain theory and are not part of the ordinary
objed language. Prakken suggests a way to repair this (p. 176-7):
to any rule, add valid(d) to the antecedent when d is the rule's
name. Thus we get d: P Ovalid(d) = Q.% In this way, the rule can
only be used when vaid(d) can aherwise be agued for.
Technicdly, this works. For instance, the derivation d P = Q
from R now can be formalized by two rules, viz. d: P Ovalid(d) =
Q and R = vaid(d), and the derivation d P = Rfrom P = Q and
Q= Rcan beformalized in four rules, viz. d: P Ovaid(d) = Q, e
Q Ovdid(e) = R, f: P Ovaid(f) = R and vaid(e) O vdid(f) =
valid(d). The solution is unrecessarily complicaed: Prakken's
method comes down to mimicking a condtiona that cen be
reasoned about using a delicae method involving fixed rules and
their names. Effedively, d: P O vaid(d) = Q makes valid(d) into
an imitation o P = Q, but onethat can be agued abou.

Hage's approach daes not have this problem. His formaliza-
tion approach is as expressve & one ould want. Two questions
spring to mind havever. The first is. why does Hage model rules
as logicd terms and nd as entences? The sewnd is. are smple
arguments, e.g., those based on elementary rule gplicaion, not
unrecsssarily compli cated in Reason-Based Logic? Answering the
seoond question is postpored to sedion 2.4 on empiricd ade-
quagy. | know of two reasons that might answer the first question.
One is that rules are to be formalized as logicd terms snce their
properties can be & issue in reasoning. The other is that rules are
not a kind o fads, but constitute fadua relations (and do no
describe them) (cf. p. 76).% | agreewith the first reason, but not
when amplified to the daim that the occurrence of rule properties
implies that rules are only to be formalized as logicd terms. They
can well be modeled as entences and as terms. Moreover, if rules
were fads (next to individuals, as | will argue below), the
occurrence of rule properties in ressoning would na distinguish
them from other fads. fad properties occur in reasoning too. For
instance an argument can be dou the issue whether it isjust that
it has been dedded that someone is aqquited, or abou the issue
whether it has been approved by parliament that the prince gets
married. The seand reason is related to the observation that in
modeling lega dedsion making one shoud pay attention to
constitutive rules (that aboundin the law), posshly more than to
descriptive rules (cf. note 6). It shoud be noted howvever that the
resson orly works when rules are not a kind o fads since they
constitute fadual relations (for saying that rules are not fads is
equivalent to saying that they shoud na be modeled as
sentences). | do nd seewhy there caana be afad of the matter
that one fad constitutes ancther fad (or that one kind o fad
typicdly constitutes ancther kind o fads). What else could it be?
That someone is athief can constitute that someone is punishable,

5 Prakken suggests a seand way, viz. assuming that al rules are
valid by default. | seeno situation in which that is a reasonable
assumption.

6 That thieves are purishable is a onstitutive rule since it makes
that thieves are punishable; that abou 1% of al thieves is
punished is descriptive since it describes a state of affairs.
Condtitutive rules are indead central in the law, and perhaps more
so than descriptive rules. The former shape the world, whereas the
latter are shaped by the world. And indeed the law, when seen as
a least in part a human-made institution, shapes the world. Note
however that in evidential reasoning (i.e., when ‘establishing’
fads onthe basis of evidence) descriptive rules (such as datistica
correlations) are very relevant.
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but not that someone is purished (at least nat in the adua world).
Clealy cetain congtitutive relations between (kinds of) fads
obtain, and chersdon't. As aresult, the most straightforward way
to model the mnstitutive relations is as akind o states of affairs,
that by the structure of these relations is expressble by a ond-
tional sentence Hage shows exadly how: the fad that Vaid(p =
g) (and not the rule-individual p = q) has the dfed that the fac
that P can constitute the fad that Q. So in Hage's approach the
sentence Valid(p = ) can express (or imply) the state of affairs
that afad that P can constitute afad that Q. But formally Valid(p
= () isjust ancther way of dencting a @ndtiona sentence of the
form P = Q. When the sentences Valid(p = q) are recognized as a
kind o condtiona sentences, the eistence of Hage's Reason+
Based Logic shows that there is moreover no logical reason for
treaing constitutive rules (only) as terms.’

| draw two conclusions. First, rules (in the sense of
constitutors of factual relations) can well be regarded as akind o
fads. Seaond, (returning to the first reason for treding rules as
terms) rule properties need to be expressed, but not just rule
properties: properties of al fads must be expressble.

A related topic is that of rules of inference These ae
discussed in the mntext of the logic of law.

2.3 Thelogic of law

The law uses dedicated argumentation schemes, some of which
aretypicd for the law. Examples are rule gplication, analogy and
precadent distinction. Elsewhere (Verheij 1999h | have agued
that this observation raturaly leads to a context-dependent
conception of logical validity, i.e., a cntingent logicd validity
that pertains to the kind o reasoning in a spedfic domain, such as
legal dedsion making.® The simple point is that the agumentation
schemes that are dedicated to a spedfic domain can be regarded as
the rules of inference of a mntext-dependent logic.

Interestingly, though Prakken and Hage both ded with the
formal modeling of legal reasoning, they do thisin rather different
ways. Whereas Hage designs a logic with arich set of primitives
(like the dedicated predicates and terms expressng or dencting
rules, principles, validity, exclusion etc.), Prakken uses a system
with relatively few, more abstrad primitives (like agument defea
and miority handling) which is subsequently adapted to lega
reasoning by adding more @ncrete, domain-dependent elements
(like predicaes expressng rule validity and applicability). It can
be said that Hage's gstem is a cncrete logic of law (with
applicaions outside the law)®, while Prakken's is an abstract

"1 adually think that both constitutive and descriptive rules can
be logicdly formalized by the same condtiona. It is not a
coincidencethat the rule sentence‘ Thieves are punishable’ can be
read bah constitutively (i.e., as the rule that makes that thieves
are punishable) and descriptively (i.e., as the rule that it is
acdualy, maybe even acddentdly, the cae that thieves are
purishable). In my opinion, the difference mmes smply from
different relations with other facts. For instance DEFLOG'S
condtional ~ isin itself constitutive (sinceit just vali dates Modus
ponens), but can be made descriptive when fads like @ ~ (¢ ~ W)
and nd-¢ ~ (¢ ~ ) obtain.

8 This is conform my use of the term ‘logic’, viz. as the task or
result of formalizing goodreasoning, or some apeds thereof.

9 Here we will consider Reason-Based Logic & a logic of law,
though Hage (1997 may prefer to describe it as a logic of rules,
principles, goas and reasons. What matters here is that Reason+



logicd system that can be alapted to the legal context (cf. aso
Verheij, 19991.1°

Hage's approach is apparently based on a brave assumption,
viz. that there is alogic of law (or of rules, principles and goals)
in some asolute sense, or at least that it is possble to ever better
approximate such an absolute logic. Reasson-Based Logic is
intended to be the right logic of rules and reasons, in some sense
or ancther. Still to me Reason-Based Logic seems to be an
expressive logic of rules and reasons, modeling a particular view.
In fad, the version history of Reason-Based Logic can be taken as
evidencefor the latter: there ae many versions, posshly gradually
improving and surely incorporating more topics. | think that a
logic of rules and reasons (that is empiricdly inclined) can never
be redly right, since the topic is itself fundamentally messy: the
terms ‘rule’ and ‘reason’ are used in many ways, and intendedly
so. People use the terms in the way that is appropriate for the
topic a hand. It suffices that they use the terms on ead particular
occasion in a dea and urambiguows way. As long as it is
transparent how rules lea to reasons in today’s argument, it does
not matter much how they do in tomorrow’s. Interestingly,
defeasible logic provides just the todls to allow such ‘moduar’
uses of relevant terms: using aterm in ore way shoud hblock using
it in another way.

Moreover, it remains obscure which topics of reasoning are to
be modeled in the ‘logicd core' (i.e., in Reason-Based Logic
itself) and which must be a part of the domain theory. The
question d delimiting the fixed logicd core from the logicd
aspeds modeled in the cntingent domain theory is relevant since
the mncrete agumentation schemes of legal reasoning tend to be
defeasible and sometimes even contingent. But how can it be
determined which argumentation schemes are defeasible and
which contingent as $0n as one recgnizes that a new situation
can shed new light on an ealier answer? Again, Reason-Based
Logic's version history is an example of the hazadous nature of
this task: when new topics are added or difficulties are discovered,
the formalism is adapted. Though | adually like the alaptive
approach (sinceit refleds a decant criticd stancethat is the basis
of good science), it cdls for the recognition that there is no clear
border between a fixed logical core and contingent logical
aspects. Every time and again, there will come amoment in which
it becomes appropriate to take an element out of the logicd core
and make it contingent, or the other way around An example is
the prohibition d anaogicd rule gplicaionin criminal law. This
could be included in the logicd core of a dedicated ‘logic of
criminal law’, but it is concavable that some day the dogma of the
prohibition o analogy is loosened, or turns out to be lessof a
dogma than at first thought. In principle, a single Supreme Court
case can require the change of our hypothesized logic of criminal
law.

There is a way out: start with an abstrad logicd core of
sufficiently expressve primitives, and dfine the mncrete,
domain-dependent logic in terms thereof by means of

Based Logic oontains eda-purpose dements inspired by
phenomena that typicdly occur in legal reasoning.

10" Some doult that it makes snse to spesk of a logic of law at
dl. For instance, Soeteman (1989 espedaly p. 20-22) states that
a system of formal logic would never be intrinsicdly legal.
Verheij (1999 shows why it makes snse to speak of alogic of
law (and why there is no clea border between Soeteman’s
‘formal’ and ‘material’ logic).
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argumentation schemes. Now at al ‘ordinary’ occasions the
concrete logic constrains our view of reasoning: it determines
what cournts as good ressoning and what not. For al normal
purposes, it forms our fixed logicd core, and the astrad logic
uncderlying it remains hidden. However, at the odd times that the
concrete logic neeads to be changed for some reason a other, the
curtain hiding the underlying abstrad logic is raised, and the
relevant portion d the definition o the @ncrete logic is again
sean to be a ontingent statement in the abstrad logic instead of a
fixed part of the mncrete logic. This approach reminds of an
analogicd phenomenonin computer science the virtual madcines
that an acdual machine can become by suitable programming. The
analogy is that normal communicaion with a computer does not
go beyond the virtua madiine level as provided by the
applicaion pogramsonit. As such, normally a omputer isjust a
word processng or internet accessmachine. Only sometimesiit is
oppatune to go to a degoer level, such as that of the operation
system, or further down, the machine language.

One further point with regards to the topic of a logic of law
needs to be aldressed: where do the agumentation schemes come
from and howv are they justified? Is there an anaogue of the
validity of rules of inference in standard logic for the defeasible,
contingent argumentation schemes encourtered here? Both
Prakken and Hage find inspiration for the topics of legal
reasoning they formalize in actual legal reasoning. As a result,
there is a praiseworthy empiricd slant to their approaches. Unlike
Prakken, Hage eplicitly discusses the topic of the validity of
argumentation schemes. According to Hage, rules of inference ae
socid rules, and thus are pragmaticdly vaid (p. 24&.). One
asped of pragmatic validity is that rules of inference shoud
withstand criticism: even though they depend on a particular
socia group, within that group there can be aguments abou the
validity of a rule of inference Hage does nat elaborate on this
point, and leaves a question uranswered: if the rules of inference
of Reason-Based Logic ae to be agued abou (and they are, as
the version history shows), what logic can then be used for
arguing? Again Reason-Based Logic? That would na get us very
far. 1 would say that such arguing shoud take placein a more
abstrad logic than Reason-Based Logic, one that has less
primitives, but which is sufficiently expressve to model Reason+
Based Logic in terms of it. Moreover, | have agood candidate for
a ‘battom line' diaedicd logic, i.e., alogic for which it makes
littl e sense to ask for further spedfication, sinceits principles are
only just enough to allow diaedicd argument in the first place
(Obvioudy what one @urts as a bottom line logic depends on
one'sgoals.) That logic is DEFLOG, to be presented below.

2.4 Theempirical adequacy of the approaches
An important aim of Hage's and Prakken's approaches to the
formal modeling of legal reasoning is to do etter than standard
logic (like first-order predicae logic) can. One evaluation
criterion is then the empiricd adequacy of the gproaches.!! In
sedion 2.1, it was arealy discussed that Prakken's approach to
uncercutters leaves no room for unexpeded uncercutting: arule P
= Q hasto be changed to P 0 ~R = Q to allow undercutting. Of
course it is posshle to let R take the form of an open-ended
exception a applicability clause (likein d: P O~ exc(d) = Q), but
that does not take avay the problem that acual rules (like the rule

1 prakken (p. 103.) pays explicit attention to formalization
criteria, some of which have to dowith empiricd adequacy.



that thieves are punishable) do not require change and donot have
exception clauses built i nto them. Hage' s approach shows that this
problem of Prakken’s approach is not a formal necessty: Reason-
Based Logic formalizes rulesin away that they need nochange or
exception clauses, in order to be unexpededly undercut. A minor
point concerning the empiricd adequacy of Prakken’s approach is
that the weakly negated conditions like ~R in the antecadent of a
rule sean to have no empiricd courterpart.

Hage's approach raises a different kind o question with
resped to empiricd adequacy, however, one that was arealy
asked in sedion 2.2: are simple aguments, e.g., those based on
dementary rule gplicaion, not unrecessarily complicaed in
Reason-Based Logic? A simple ca&e of rule gplicaion involves
in Reason-Based Logic avdid rule with a satisfied conclusion,
that is not excluded and therefore gplicable; the rule then ought
to be oplied provided there ae no aher relevant reasons
concerning the gplicaion o the rule, and thus the rule's
conclusion follows. This echoes the discusson in sedion 2.1 of
Hage's involved modeling of undercutters. If one takes empirica
adequagy seriously, one must agreethat simple aguments become
too complicated in Reason-Based Logic. In adual legal reasoning,
simple aguments of the type ‘John s a thief. Therefore John is
punishable’ can occur just as naturaly as an elaborate agument
on the reasons for and against the obligation to apply the rule that
thieves are punishable. Apparently, there is both room for
arguments with simple primiti ves and for arguments with complex
primitives. An empiricdly adequate forma modd of lega
reasoning shoud therefore dlow both kinds of arguments. It may
be said that the smple agument is actually akind o abbreviation
of the cmplex one, that must be regarded as the ‘red’ one, the
‘deg’ structure, its ‘rationa rewnstruction’, or whatever, but
then ore dso admits that empirica adequacy is not one’s goal (or
one ommits the fallacy of seeng what one wants to seg. In fad,
it occurs in pradice (though perhaps nat very often) that the
argument is abou the question which argumentation scheme has
been o shoud be used.'? As a result, the Hinein-interpretierung
of an argument (e.g., by claiming that an argument is ‘adualy’
another argument) shoud be replacal by a discusson abou the
interpretation o the agument.

The way out suggested here is to al ow both the formali zation
of smple and d complex arguments, and to show how they relate
to eat ather. The ideais then that the cmplex argument is one
of several posshle eaborations of the smple agument, e.g., that
result from meking explicit which argumentation scheme is used.
A simple agument like ‘John is a thief. Therefore John is
punishable’ would for example be daborated as an instance of an
argument based on the wmplex naotion o rule gplicdion as it
occursin Reason-Based Logic.

2.5 Theheuristic value of the approaches

Do the gproaches by Hage and Prakken give dues for doing
argumentation? In ather words, do the gproaches have heuristic
value? With resped to Hage's approach, one can say that due to
its richnessit can provide inspiration for types of arguments that
one can perform. An adual reasoner can use Reason-Based Logic
as akind o caaog of kinds of arguments, and thus find that for

12 1n arecent Dutch Supreme Court case (HR January 7, 200Q
NJ 200Q 496), the agument is in part abou whether extensive
interpretation a analogicd rule gplicaion was (or could be)
used in a particular case of civil procedura law.
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instance reasoning abou the gplicaion d arule ca serve his
argumentative purposes. Since Hage's work (1997 is mainly
semanticadly and ortologicdly styled, he pays here littl e dtention
to the at¢ua processof argumentation (but see eg. Hage 2000for
some of hisviews).

Prakken discusses two ways in which argumentation can pro-
cedl, viz. by justifying dedsions and by suggesting premises (p.
26-27). Prakken considers analogicd reasoning as an example of
the latter, deductive reasoning of the former. One culd say that
Prakken here is looking for heuristics for argumentation: deduc-
tion is a means to justify dedsions, analogy a means to suggest
premises. When | reviewed Prakken's bodk (Verheij 200) | had
troube to uncerstand exadly what Prakken meant, though, and |
still have. Prakken's discusson dd provoke me to think further
abou these matters however. Here ae my current views.

To me, a distinction between reasoning to conclusions and
premise seledion is fine, but is wholly independent of the kind of
reasoning involved. Both rule gplicaion and analogy can be
used to draw conclusions and to find premises (cf. also Verhejj,
200@), smply since bath can be epresed as argumentation
schemes (the latter looking for instance something like this: From
1. By the gplication d rule R, Afollowsfrom C, 2. B, and 3 B is
relevantly similar to A, conclude: C). My claim is suppated by
the fad that the end product of reasoning is both after rule
application and after reasoning by analogy an argument that
shows how cetain premises lead to cetain conclusions (posshbly
in the face of attacks), the only relevant difference being the
argumentation schemes used. Obviously, an argumentation
scheme for reasoning by analogy has premises that are harder to
suppat (like the premise that B is relevantly similar to A) and may
ask for further backing (i.e., an answer to the question why
reasoning by analogy is alowed in thefirst place.

2.6 Summary of thecritique

With resped to the logic of argument defeat, it can be said that
Hage uses a rather complicaed eaboration o Pollock’s
uncercutters, while Prakken canna model them in full generality.
Prakken's view on the logic of argument defea with alogicd and
adiaedicd layer isunclea.

With resped to the logic of rules, it was foundthat Prakken’s
naming method for rules is inherently limited and requires the
adaptation d the rules involved in order to have dfeds. Hage's
claim that rules are individuals is unwarranted; they can just as
well be regarded as fads, provided that rule properties (just like
other fad properties) are expressble.

With resped to the logic of law, it was noticed that Hage's
approach seams to be based onthe assumption that it is (or can
beoome) the right approach to rules and reasons, which seams to
be overly brave. With resped to Hage's approach it is unclea
which logicd elements are to be apart of the logicd core and
which o the domain theory. Both Prakken and Hage underspedfy
where to find argumentation schemes and haw to justify or argue
abou them.

With resped to the empirical adequacy of the gproaches, it
was noted that Prakken’s approach to uncercutters does not al ow
unexpeded uncercutting, unless rules are not modeled as they
acually occur. Hage's elaborate logicd system was argued to be
naot fully appropriate for modeling simple aguments, since their
modeling would require their considerable, and thus arguable,
elaboration. Neither Prakken na Hage answer the problem that in
pradice different uses of primitive terms like ‘rule’ and ‘reason’



are used sensibly, simply by separating diff erent uses in a modular
way.

With resped to the heuristic value of the gproaches, it was
observed that Prakken gave a onfusing view on the difference
between deductive and analogica reasoning in terms of justifying
dedsions and suggesting premises, while Hage (in his 1997 did
nat pay attention to acually doing argumentation.

3. DEFLOG - alogic of dialectical
inter pretation

Recently | have developed a theory of dialedicd argumentation
and a orrespondng logic of dialedicd interpretation, cdled
DeFLoG. It is related to my work on automated argument
assstance (e.g., Verheij 199%). Below the theory is simmarized.
For a more etensive acourt, the reader may want to consult
Verheij (20001.

3.1 Dialectical argumentation
In daedicd argumentation, statements can na only suppat
other statements, but also attadk them. For instance, as a reason to
suppat that Peter shot George, the statement can be made that
some witness say A, states that Peter shot George:

| ? Peter shot George

/L( | Witness A states that Peter thot George |

The eclamation mark indicaes an asuumed statement, the
question mark a statement that is at issue. Here the issue that Peter
shot George is sttled (the statement is justified, asisindicaed by
the dark, bold font) sincethere is ajustifying reasson for it, namely
A’ stestimony.

As a reason against the issue that Peter shot George, the
statement can be made that some other witness say B, states that

| Witness B states that Peter did not shoot George

Asauming only B’s testimony (not A’s), the isaue that Peter shot
George is again settled, but this time the statement is defeded, as
isindicated by the struck-through font.

That some statement suppats or attadks another statement can
itself be & isaue. For instance it can be agued that A’s testimony
suppats that Peter shot George since witness testimonies are
often truthful:

? Peter shot George

| Witness testimonies are often truthful |

| Witness A states that Peter shot George |

Likewise, a reason can be given to suppat that some statement
attacks ancther statement.
A’s unreliability cen be alduced in order to attadk that A's
testimony suppatsthat Peter shot George:
P Fater ol Favage

7:(—| | Witness A is unreliable |

1
'--I | Witness A states that Peter shot George |

Here the iswue that Peter shot George is unsettled, as is indicaed
by the light italic font, sinceit is not justified (e.g., by ajustifying
reason for it) nor defeaed (e.g., by a defeding reason against it).
Similarly, a reason can be given to attadk that some statement
attadks another statement.
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Diaedicd argumentation can be regarded as the gradua con-
struction d dialedicd arguments as above (cf. Verheij 200).

3.2 Thedialectical interpretation of theories
Didedicd argumentation can be made formaly predse in terms
of the logicd system DEFLOG. Its garting point is asimple logicd
language with two conredives x and ~. The first is a unary
connedive that is used to express the defea of a statement, the
latter is a binary conredive that is used to express that one
statement suppats another. When ¢ and @ are sentences, then x¢
(¢’s o-cdled dialectical negation) expresses that the statement
that ¢ is defeaed, and (¢ ~ ) that the statement that ¢ suppats
the statement that . Attadk, occasionally denoted as X, is defined
in terms of these two conredives: ¢ x Y is defined as ¢ ~ xy,
and expresss that the statement that ¢ attads the statement that
W, or equivdently that the statement that ¢ suppats that the
statement that Y is defeged. When p, g, r and s are dementary
sentences, then p~ (@~ ), p~ X(q ~ xr) and (p ~ @) ~ (p ~ X(r
~ 9)) are some eamples of sentences. (For convenience outer
bradkets are omitted.)

The centra definition d DEFLOG is its nation d the dialecti-
cal interpretation (or extension) of atheory. A theory is any set of
sentences, and when it is didedicdly interpreted, al sentencesin
the theory are evaluated, either asjustified or as defeaed. (Thisis
in contrast with the interpretation o theories in standard logic,
where dl sentencesin an interpreted theory are a&ssgned the same
positive value, namely true, e.g., by giving amodel of the theory.)

An assgnment of the values justified or defeded to the
sentences in a theory gives rise to a dialedica interpretation o
the theory, when two properties obtain. First, the justified part of
the theory must be @nflict-free Seoond, the justified part of the
theory must attack al sentences in the defeaed part. Formally the
definitions are & foll ows.

(i) Let T be aset of sentences and ¢ a sentence Then T
supports ¢ when ¢ follows from T by the repeaed
applicaion o ~-Modus porens (i.e., from ¢ ~ ¢ and ¢,
conclude ). T attacks ¢ when T suppats x¢.

(i) Let T be aset of sentences. Then T is conflict-free when
thereis no sentence ¢ that is both suppated and attadked by
T.

(iii) Let A be aset of sentences, and let J and D be subsets of A
that have no elements in common and that have A as their
union. Then (J, D) dialectically interprets the theory A
when J is conflict-free and attacks al sentences in D. The
sentences in J are the justified statements of the theory A,
the sentences in D the defeated statements.

(iv) Let A be aset of sentences and let (J, D) didedicdly
interpret the theory A. Then (Supp(J), Att(J)) is adialectical
interpretation or extension of the theory A. Here Supp(J)
denotes the set of sentences suppated by J, and Att(J) the
set of sentences attadked by J. The sentences in Supp(J) are
the justified statements of the dialedicd interpretation, the
sentences in Att(J) the defeated statements.

Note that when (J, D) diaedicdly interprets A and (Supp(J),
Att(J)) isthe correspondng dialedicd interpretation, Jis equal to
Supp(J) n A, and D to Att(J) n A.

The examples discussed in sedion 3.1 can be used to ill ustrate
these definitions, sincethe evaluated daedicd arguments of that
sedion returally correspondto dialedicadly interpreted theories.
Let s express Peter’'s $hoaing of George, a A’'s testimony, b B’s
testimony, t the truthfulness of testimonies, and u A’s
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unreliability. Then the first example rresponds to the two-
sentencetheory {a, a~ s}. The arow in the figure crresponds to
the sentence a~ s. The theory has aunique extension in which all
statements of the theory are justified. In the extension, one other
statement is justified, viz. s. The seand example crresponds to
the theory {b, b ~ xs}. The arow ending in a aossin the figure
corresponds to the sentence b ~ xs. The theory has a unique
extension in which again all sentences of the theory are justified.
In the extension, there ae two ather interpreted statements, viz.
xs, which is justified, and s, which is defeded. (The reader may
wish to chedk that the theory {b, b ~ xs, s}, which is nat conflict-
free has the same unique extension, but that one of the statements
in the theory is defeaed.) The third example @rresponds to the
theory {a, t,t ~ (a~ 9)}. Initsunique extension, al statements of
the theory are justified, and in addition a ~ s and s. The fourth
example rresponds to the theory {a, u, u ~ x(a ~ s)}. In its
unique extension, a ~ s is defeaed and s is not interpreted (i.e.,
neither justified na defeaed). (The theory {a, u, u ~ x(a~ s), a~
s} isnot conflict-freg but has the same unique extension.)

There is a lot to say abou the dialedicd interpretation o
theories. An important nation is that of dialectical justification,
defined as follows. A corflict-free set C is sid to dialectically
justify a statement ¢ with resped to the theory A when C attadks
any conflict-freeset C' that is incompatible with C. (Corflict-free
sets are incompatible when their union is nat corflict-free) The
reader isreferred to Verheij (20008.

The aove gives rise to a mrrespondence between daledica
argumentation and daledicd theory construction since the
evaluated dialedicd arguments of sedion 3.1 correspond to
diaedicdly interpreted theories (cf. also Verheij 200().

3.3 Expressiveness of the logical language
DerLoG's logicd language only uses two conredives, viz. ~ and
x. Notwithstanding its smple structure, many centra nations of
dialedicd argumentation can be analyzed in terms of it. Hereit is
briefly shown how to express conjunctive suppat, undercutting
attadk, rebutting attack and priority attad (seeVerheij 2000bfor
more).

Conjunctive suppat occurs when a statement is suppated by
a onjunctive mmbination o statements. For instance, in order to
suppat the statement that someone has committed murder a
conjunction d three statements can be aduwced as a reason,
namely of the statement that someone's life has been taken, the
statement that this was dore intentionally, and the statement that
this was dore on premeditated plan. Conjunctive suppat requires
a ondtional with a @mnjunction as antecalent, as in the sentence
(¢ O W) ~ x that cen express that the mnjunction d the two
statements expresseed by the sentences ¢ and Y suppats the
statement expressed by the sentence X. In DEFLOG's language,
which ladks the mnredive [ for the expresson d conjunctions,
the nested conditional ¢ ~ (P ~ x) can be used for the expresson
of suppat by a @mnjunction o two statements. Similar nested
condtionals can be used to express conjunctive suppat in
genera. In the rest of the paper, (¢ O Y) ~ x (or smply ¢ O ~
X) will be used as an abbreviation d ¢ ~ (P ~ X) to express
suppat by a onjunction d two statements, and similarly for
conjunctive suppat in general.

Undercutting attadk occurs when a statement attadks that
another statement suppats a third statement (cf. Pollock 1987).
An example isthe atad by the statement that thereis aground d
justification, of someone's crime being a reason for punishment.
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In DEFLOG's language, undercutting attadk can be expressed
straightforwardly as ¢ ~ x( ~ X). The sentence epresses that
the statement that ¢ attadks that the statement that Y suppats the
statement that .

Rebutting attadk occurs when a reason for some nclusion
atadks that a statement suppats an oppaite @nclusion!® An
example is the datak of someon€'s crime & suppat for
purishment by someone's being a first offender as a reason
against punishment. Rebutting attadk can be expressed as (¢ ~ @)
~ (¢ ~ x(X ~ not-y)). Here Y and nd-y expressoppaites. The
sentence is dightly easier to read when it is taken as a ca&e of
conjunctive suppat, as follows: ((¢ ~ W) O ¢) ~ x(x ~ not-y).
The sentence reals that the cmnjunction o the statement that ¢
suppats that Y and the statement that ¢ attad the statement that
X suppats that not-y.

Priority attadk is only a dight generaizaion o rebutting
attadk. It occurs when a reason for some mnclusion attadks that
ancther statement suppats me other conclusion. The dtad is
the result of the priority of one reason over ancther. The differ-
ence between priority attack and rebutting attadk is that the latter
always involves oppasite @nclusions, while the former can in-
volve awy pair of conclusions. Priority attadk occurs for instance
when the cnflict rule Lex superior derogat legi inferiori (which
says that in case of conflict arule made by a higher authority has
priority) is applicable. Formally, priority attadk can be expressd
as (® ~ ) ~ (¢ ~ x(x ~ w)), the only difference with rebutting
attadk being that ¢ and w are not necessrily oppaites. The
sentence expresses that the reason ¢ for Y attadks that x suppats
w. If one prefers to have adedicaed naation for the priority
relation, the sentence can be abreviated as (¢ ~ W) > (X ~ w).

To conclude, it is noted that an important insight of DEFLOG's
diaedicdly interpreted logicd language is that there is a strong
pardlel between suppat and attadk, and more spedficdly
between Toulmin’s (1958 warrants and Pollock’s (1987
uncercutters. Both suppat and attadk are expressed using
DerLoG's conditional ~, viz. as ¢ ~ ¢ and as ¢ ~ Xy,
respedively, and have their effed by the simple gplicaion o ~-
Modus porens. Toumin's warrants (in the pragmatic optimum
sense of the term™*) correspondto a nested condtiona ¢ ~ (§ ~
X), where ¢ expresss the warrant, while Pollock’s undercutters
correspondto ¢ ~ x( ~ X), where ¢ expresses the undercutter.

4. Argumentation schemes

Legal reasoning does nat only involve reasons for and against
conclusions, as analyzed in the previous sdion, but also makes
use of dedicaed, sometimes typicdly lega argumentation

13 Thefollowing conventionis useful to distinguish the cae that
a statement (say expresed by the sentence ¢) supports ancther
statement (expressed by ) from the cae that a statement is a
reason for another statement. The former is expressed by the
conditional ¢ ~ , the latter by the cnjunction d ¢ ~ g and ¢.
As aresult, being a reason involves not only giving suppat, but
also being true/justified/beli eved etc.

1 Toumin (1958 sometimes uses the term ‘warrant’ for the
particular condtional relation between the statements involved
(like ‘If witness A states that Peter shot George, then Peter shat
George'), and sometimes for a mrrespondng generic condtional
relation (like ‘I f some witness s$ates that some fad obtains, then
that fad obtains). The former is ometimes cdled the logical
minimum, the latter the pragmatic optimum.



schemes. In the following, it is $wown how argumentation
schemes can be incorporated in the abstrad model of dialedicd
argumentation o sedion 3.

4.1 Concretelogics specified by defeasible
argumentation schemes

Argumentation schemes can be seen as a generdizaion d the
rules of inference & they are familiar from classcd logic.
Examples of rules of inference include Modus ponens (From 1. If
P, then Q, and 2 Q, conclude Q) and the Disjunctive syllogism
(From 1. Either P or Q, and 2 It is nat the cae that P, conclude
Q). Argumentation schemes address a broader scope of types of
reassoning than the rules of inference of classcd logic. Whereas
for instance the rules of inference of classcd propasitiona logic
are purely an analysis of the types of valid reassoning in alanguage
with truth-functional conredives, argumentation schemes can be
abou any kind d reasoning as it occurs in pradice There is a
similar goal: both rules of inference ad argumentation schemes
intend to model valid kinds of reasoning (in some sense of the
term ‘valid’).

Other examples of argumentation schemes are what might be
cdled the Practical syllogism (From 1. Doing A contributes to
goa G, and 2 P has goa G, conclude: P shoud doA) and Analo-
gous rule application (From 1. By the gplicaion d rule R, A
follows from C, 2. B, and 3 B is relevantly similar to A, conclude
C). Lists of argumentation schemes occur in argumentation theory
(cf. eg. Waton 1996. The anadogizing and dstinguishing of
cases can aso provide examples of argumentation schemes.
Bench-Capon and Sartor’s (2000 theory constructors am to be
closdly related to argumentation schemes.

Argumentation schemes are used to construct arguments:
instances of the schemes can be chained to form arguments, just
as derivations are nstructed from the rules of inference of
standard logic. (The term ‘argument’ is used somewhat differently
in section 3.)

The properties of argumentation schemes can dffer strongly
from those of the rules of inference of classcd logic. First,
argumentation schemes can be defeasible, in the sense that though
generdly vaid and giving rise to good arguments, there can be
exceptional circumstances under which that is not the cae (see
below). Second, argumentation schemes can be contingent, in the
sense that it can depend onthe particular circumstances whether
they can be used to form good arguments (seesedion 4.3).

A basic example of a defeasible agumentation scheme is
Modus ponens for an inconclusiverule, e.g.:

@ From 1. Asarule, if P, then Q, and 2 P, conclude Q.
When the rule is inconclusive, i.e., when there can be
circumstances that even though it is the cae that P, still it i s not
to be @ncluded that Q, then the agumentation scheme is
defeasible; an argument constructed using it can be defeaed under
such exceptional circumstances. Let's use adedicaed expresson
for such circumstances:
) Thereis an exceptionto the rule that if P, then Q.
What we want is that an argument suppating this conclusion,
attacks an argument that is constructed using the scheme Modus
ponens, in the sense that the former can make the latter non
justifying. For instance, the derivation
(©)] Asarule, if Peter has violated a property right,

then Peter has committed atort.

Peter has violated a property right.

Therefore: Peter has committed atort.
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shoud be dtadked by the (mini-)derivation

Thereis an exception to the rule that if Peter has

violated a property right, then Peter has committed

atort.
The exception statement can of course itself be suppated by a
nontrivial derivation, e.g., based on a rule that a cae of force
majeure is an exception to the rule that if Peter has violated a
property right, then Peter has committed atort.

The exception-statement (2) can be explicitly integrated into
the scheme (1), e.g., asfollows:

From 1. Asarule, if P, then Q, and 2 P, conclude

Q, unlessthereis an exception to the rule that if P,

then Q.
This argumentation scheme, that might be dubled Modus ponens
remittens, is explicitly defeasible since it spedfies how an
instance (of its ordinary premises-conclusion part) can he
attadked. In general, such defeasible agumentation schemes not
only consist of premises (here ‘As arule, if P, then Q' and ‘P’)
andaconclusion (‘Q"), but also of attacks (‘' There is an exception
to therulethat if P, then Q').1°

This conception d defeasible agumentation schemes (i.e.,
argumentation schemes with attadks) can be used to spedfy a
‘concrete dialedicd logic’. Such a spedficaion consists of a
language that constrains the sentence types and their composition,
and a set of defeasible argumentation schemes as above that
determine the possble derivations and the ways to attadk them.*®
In the example, the language mnsists of two sentence types, viz.
‘Asarule, if P, then Q' and ‘Thereis an exception to the rule that
if P, then Q’, both containing sentence variables P and Q. When
‘Johnisathief’, ‘Johnis punishable’ and ‘Johnaded under force
majeure’ are dementary sentences, then ‘As arule, if John aded
uncer force majeure, then there is an exception to the rule that if
John is a thief, then John is punishable’ is an example of a
compaosite sentencethat nests the two sentencetypes. In general, it
is convenient when sentence types can contain nd only sentence
variables, but also term variables. With resped to the language it
isnoted that our rather liberal (but formally simple) setting has the
effed that the use of sentence variables makes the expresson o
fad properties unproblematic. For instance we culd have the
sentence type ‘It is probable that P’, where P is a sentence, or
‘The rule that R is vaid’, where R is a sentence of a rule-like
form, e.g., ‘ Thieves are punishable’.

It has not been elaborated how exadly it is to be determined
which arguments of a particular concrete dialedicd logic justify
their conclusions and which na, given a set of premises. This will
be adieved by embedding the spedficaion o a wncrete
diaedicd logic into DEFLOG.

4.2 Embedding a concretelogicinto DEFLOG

It is not hard to embed concrete dialedicd logics as they were
introdwced in sedion 4.1 into DeFLoG. Recdl that a mncrete
didedicd logic was edfied as a language and a set of
defeasible agumentation schemes. In arder to embed the mncrete
logic into DEFLOG, thefirst step isto consider the sentences of the
concrete logic & elementary sentences of DEFLOG. As a result,
DerLOG does nat ‘se€ the structure of these sentences. New

15 Of course the analogy with Reiter’s (1980 defaultsis grong.
18 |If axioms are @nvenient for the spedficaion o some
concrete logic, they can be regaded as zeo-premise
argumentation schemes.



sentences beacome expresshble, that were not part of the language
of the cncrete logic. For instance the sentence ‘Peter has
violated a property right ~ Peter has committed a tort’ is
expresshble in the DEFLOG embedding of a language that itself
contains the sentences ‘Peter has violated a property right' and
‘Peter has committed a tort’. These new sentences can be used to
embed the defeasible agumentation schemes of the mncrete logic
into DEFLOG. Theideais graightforward. Let

From 1. ¢4, 2. ¢, ...,and n. ¢,,, conclude Y, unless

X1 X21 -+, OF X
be an instance of a defeasible agument scheme of the cncrete
logic. Then the DEFLoG embedding of the logic must contain the
following sentences (recdl the notational convention on
conjunctive antecedents of sedion 3.3):

01 0¢,0...00,~

X1~ X(010¢20... U~ )

X2~ X(¢1 0¢20... U~ )

Xm~> (91 002 0... Udn ~ W)
For instance the embedding of the scheme Modus ponens
remittens consists of al i nstances of the foll owing two schemes:
Asarule, if P,thenQUOP~ Q
Thereis an exceptionto therule that if P, then Q
~ X(Asarule, if P,then Q OP~ Q)
The dfed is as expeded. Normaly, the @nclusion that y isjusti-
fied in a didedicd interpretation o a theory (using DEFLOG'S
terminology) when the scheme's premises ¢, ¢,, and ¢, are
justified. However, when ore of the atadks x; is justified, then @
will not be justified onthe basis of the justified premises ¢4, ¢»,
and ¢,, since then the cndtiona with that effed, viz. ¢; O ¢, O
... 06, ~ U, is defeded. Note that by embedding the language
and argumentation schemes of a mncrete dialedicd logic, aso its
arguments have a natural embedding: the embedding of an
argument is the set of sentences that results from the enbedding
of the agument's premises and d the instances of the
argumentation schemes used in it. For instance the enbedding of
derivation (3) consists of the following threesentences:
Asarule, if Peter has violated a property right, then
Peter has committed atort.
Peter has violated a property right.
Asarule, if Peter has violated a property right, then
Peter has committed atort [J Peter has violated a
property right ~ Peter has committed atort.
By embedding our concrete didedicd logics into DEFLOG, we
have atieved two things. First, the enmbedding formally elabo-
rates when the aguments of a @ncrete dialedicd logic justify
their conclusion, and when they don't. The answer is smply that
an argument justifies its conclusion when al sentences of its
DerLoG embedding are justified, and aherwise it does nct.
Second, a side dfed of the embedding is that it becomes clea
how to argue dou a wncrete logic, for instance dou the
validity of its argumentation schemes, aswill be seen next.

4.3 Arguing about argumentation schemes

There can be drcumstances when it turns out that the
argumentation schemes of a particular logic ae it isaue (cf. the
end o section 2.4, and McBurney and Parsons 2000. Continuing
our small example of the Modus ponens remittens logic, it can
become dea that a new kind o attadk has to be alded, for
instance that there ae outweighing reasons against the rule's
conclusion. Arguably, this would require a tange of the mncrete
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logic, resulting in an adaptation o Modus ponens remittens:
From 1. As arule, if P, then Q, and 2 P, conclude Q,
unless 1. There is an exception to the rule that if P, then
Q, or 2. There aereasons against Q outweighing P.
An argument can also be aou the whole scheme. The typicd
example is reassoning by anaogy, eg., molded into an
argumentation scheme & foll ows:
(4) From 1. By the gplicaion d rule R, A follows from C,
2. B, and 3 Bisrelevantly similar to A, conclude C.
In criminal law, such a scheme is considered to be unacceptable,
in civil or administrative law, it can be accetable, but not under
al circumstances. For instance it can be agued that when a rule
burdens citi zens, it shoud na be gplied analogicdly. As aresult,
whether an argumentation scheme is acceptable can depend onthe
circumstances.

These kinds of arguing abou argumentation schemes are
formaly unproblematic in ou setting of concrete logics
embedded in DEFLOG. For instance, that in crimina law anaogy
is not acceptable would take alogicd form like ¢ ~ x(y; O W, O
W3 ~ X), where ¢ stands e.g. for ‘The cae & hand is a cae of
criminal law’ and the ; are (instances of) the three premises of
the agumentation scheme (4) and ¥ its (instantiated) conclusion.

By the embedding of concrete logics in DEFLOG, it has
become possble to consider the @ncrete logic as a temporarily
fixed filter that kegos DEFLOG's particulars out of view, but that
can be taken away (perhaps in part), when appropriate in order to
argue dou that part of the logic. It can well be the cae that after
an adaptation o the cncrete logic, the alapted versionis used as
the new filter, for aslong asis convenient.

By the embedding of concrete logics in DEFLOG, the validity
of a concrete argumentation scheme can now be identified with
the didedicd justificaion o the statements that form the
scheme’'s embedding. The required criticd discusson o the
scheme can take placein DEFLOG.

At the end d sedion 2.4, it was briefly mentioned that an
argument can also be @ou which argumentation scheme is used.
For instance an argument ‘John is a thief. Therefore John is
punishable’ could be said to be actually an elaborate cae of rule
application, perhaps in the style of Reason-Based Logic. When
Reason-Based Logic is described as a amncrete logic enbedded in
DerLoG (seeVerhelj 2000k for one way to dothat) andis used as
a filter hiding DEFLOG, the only way to formalize the simple
argument isin the daborate way of the wncrete logic: the smple
argument must be reshaped to fit the logic. When haowever the
concrete logic is not used as afilter, but is e as embedded in
DErFLOG, then it becomes possble to consider the reshaping of the
argument into its elaborate form as a gradually constructed theory
abou the agument. For instance, initialy the theory might consist
of two sentences, viz. ¢ and ¢ ~ ), where ¢ stands for ‘Johnisa
thief’, and  for ‘Johnis purishable’. Now the reshaping could
for instance start by arguing that the agument is warranted by the
rule that thieves are punishable. When x stands for ‘Thieves are
purishable’, then the changed theory abou the agument would
consist of ¢, x and X ~ (¢ ~ ). In thisway, shaping an argument
into a given concrete logic beames the gradua construction o a
theory abou the agument, during which the agument is
gradually elaborated, e.g., by spedfying a posshble bading.

5. Return tothecritique
How does the gpproach to the formal modeling of legal dedsion
making presented here answer the aiticd points observed in



section 2? We summarizethe answers given throughou the paper.

With resped to the logic of argument defeat, a ssimple and
straightforward way of modeling important types of attack (like
undercutters) has been propaosed in the dialedicd logic DEFLOG
(cf. espeddly sedion 3.3). DEFLOG itself clarifies how Prakken's
logicd and daledicd layer can be sensibly related. The Modus
ponens validating condtional ~ corresponds to the former layer,
dialedicd negation x the latter. The view on daledicd arguments
(sedion 3.1) and daledicd interpretation (sedion 3.2) shows the
intertwining of the two layers.

With resped to the logic of rules, the treament of DEFLOG's
condtional ~ showed that with resped to their defeasible aspeds
expressng rules as entences works fine (even for constitutive
rules). Thelibera but formally simple gproadc to the language of
concrete logics (asin sedion 4.1) showed haw the nead to express
fad andrule properties can still be aldressed.

With resped to the logic of law, a view of embedding
concrete logics in an abstrad logic like DEFLOG was presented
(section 4.2) that showed how a cncrete logic can be regarded as
a temporarily fixed filter spedfying a cncrete kind o valid
reasoning. By a partia release of the filter, elements of the
concrete logic can be put at issue (sedion 4.3). Moreover, the
validity of concrete agumentation schemes can be identified with
the didedicd justification d the sentences that form the scheme's
embedding. The a¢ualy occurring diff erent uses of relevant terms
like ‘rule and ‘reason’ suggest a moduar approach to their
modeling incorporating different, perhaps mutually exclusive,
uses of the terms. Defeasible agumentation schemes are well-
suited for that purpose.

With resped to empirical adequacy, the treament of concrete
argumentation schemes as suggested here dlows the empiricdly
adequate modeling of legal dedsion making. It has been dscussd
how a ssimple agument like ‘John is a thief. Therefore John is
punishable’ can be modeled in relation with elaborations of it, in
which for instance the agument's bading is made explicit
(sedion 4.3).

With resped to the heuristic value, it can nowv be seen that
both deductive reasoning and reasoning by analogy can be treaed
as reasoning on the basis of dedicaed, concrete agumentation
schemes (sedion 4.1). Since dl argumentation schemes can be
used bah for suggesting premises and for drawing conclusions,
no fundamental difference between deductive axd analogicd
reasoning foll ows (from this perspedive).

6. Conclusion

The present approach to the formal modeling of lega dedsion
making involves two central elements. First, the astrad logic
DerFLOG has been proposed as a ‘bottom line diaedicd logic’,
i.e., one that just allows the modeling of diaedicd argument by
means of diadedicd theory construction. Seaond, contingent,
defeasible agumentation schemes have been embedded in the
bottom line logic for the flexible aad empiricdly adequate
modeling of concrete kinds of reasoning, such as datute-based
and precalent-based reasoning in the law. In this way, a number
of issues negleded by other approaches are aldressed.
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