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What are Language Models?



Language Models (LMs) are trained to predict the next word…

‘LMs are trained to’ ‘predict’LM

What are Language Models?



Neural Language Models

2018 2020 20222019 2021 2023

Training 

compute in 

FLOPs

(log scale)

10^20

10^22

10^24

10^23

10^21

10^25

Remember “moles” from high 

school chemistry? 6e23

“as many elementary entities as 
there are atoms in 0.012 kilogram 
of carbon 12”

BERT-large

16 V100 GPU for 33 hrs

T5 11B

~100x BERT-large

GPT-3

1,000x BERT-large

PaLM-1

6k TPU V4 for 2 months

Jason Wei. 2023. New paradigms in the large language model renaissance.

https://arxiv.org/abs/1810.04805
https://www.deepspeed.ai/tutorials/bert-pretraining/
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2204.02311
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Scaling Laws in Language Models

Scaling laws
Scaling laws (model size + 
data + compute) reliably 
improve model performance.

Emergent abilities
As a result of scale, LMs gain 
new downstream abilities not 
present in small models.

Reasoning via prompting
LMs can do multi-step reasoning, 
which paves the way to solving 
challenging problems.

Jason Wei. 2023. New paradigms in the large language model renaissance.



How to Teach Language Models to Reason?



Just like teaching kids?

How to Teach Language Models to Reason?



Give them some examples to understand the task…
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tennis balls. Each can has 3 tennis balls. How many tennis 
balls does he have now?
A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to make 
lunch and bought 6 more, how many apples do they have?

LM ?

LM

Input

Output

Few-shot Prompting for Math Reasoning



Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many tennis 
balls does he have now?
A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to make 
lunch and bought 6 more, how many apples do they have?

LM A: The answer is 27.

LM

Input

Output

Few-shot Prompting for Math Reasoning



Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many tennis 
balls does he have now?
A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to make 
lunch and bought 6 more, how many apples do they have?

LM A: The answer is 27.

LM

Input

Output

This task is hard! The model does not understand the task!
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Give it more information to describe specific rationales!
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Chain-of-Thought Prompting for Math Reasoning

Provide it with the example of Chain-of-Thought (CoT)! 
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Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models. 

Chain-of-Thought Prompting for Math Reasoning
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Using natural language to describe rationales is critical for CoT!

Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models. 

A: The cafeteria had 23 apples originally. They used 20 to 
make lunch. So they had 23 - 20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. The answer is 9.

Chain-of-Thought Prompting for Math Reasoning



Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models. 

Chain-of-Thought Prompting for Math Reasoning



CoT Prompting for Various Tasks

Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models. 



CoT Prompting for Multilingual Math Reasoning

Shi et al. 2023. Language Models are Multilingual Chain-of-Thought Reasoners.
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Wang et al. 2023. Self-Consistency Improves Chain of Thought Reasoning in Language Models.

Self-consistency Improves CoT Prompting



Improving CoT Prompting for Reasoning
Chen et al. 2023. Program of thoughts prompting: Disentangling computation from reasoning for numerical reasoning tasks.
Yao et al. 2023. Tree of Thoughts: Deliberate Problem Solving with Large Language Models.
Ding et al. 2023. Everything of Thoughts: Defying the Law of Penrose Triangle for Thought Generation.
Zhang et al. 2023. Automatic chain of thought prompting in large language models. 
Zhou et al. 2023. Least-to-most prompting enables complex reasoning in large language models. 
Zheng et al. 2023. Progressive-hint prompting improves reasoning in large language models.
Jiang et al. 2023. Resprompt: Residual connection prompting advances multi-step reasoning in large language models. 
….
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Limitations of CoT Prompting
• Prompting engineering is not interesting
• Cot Prompting requires scaling
• This method does not explicitly encourage LMs toward correct step-by-step
reasoning

• …



Cot Prompting requires scaling!

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each 
can has 3 tennis balls. How many tennis balls does he have now?
A: Let's think step by step. Roger started with 5 balls. 2 cans of 3 tennis 
balls each is 6 tennis balls. 5+6=11. The answer is 11.

Q: What is half of (3 + 7) plus one?
A:

The answer is the result of adding 
1 more ball (3 + 7) plus 1.

text-ada-001

Let's think step by step. 3+7=10. 
10/2=5. 5+1=6. The answer is 6.

text-davinci-002

Suzgun et al. 2023. Challenging BIG-Bench Tasks and Whether Chain-of-Thought Can Solve Them.

CoT Prompting

CoT hurts 
performance

CoT helps 
performance

Limitations of CoT Prompting
a-1: text-ada-001; b-1: text-babbage-001; c-1: text-curie-001;
d-1: text-davinci-001; d-2: text-davinci-002



It does not explicitly encourage LMs toward correct step-by-step reasoning

Limitations of CoT Prompting



It does not explicitly encourage LMs toward correct step-by-step reasoning

Limitations of CoT Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many tennis 
balls does he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each 
is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: Fred had 212 sheets of paper. He received another 
307 sheets of paper from Jane and gave Charles 156 
sheets of paper. How many sheets of paper does Fred 
have left?

LM A: Fred has 212 + 156 = 368 sheets of paper. After giving 
Charles 156 sheets of paper, Fred has 368 - 156 = 212 
sheets of paper left.

LM

Input

Output



Can Controlling Decoding Improve Reasoning?



Controlling Decoding Improves Reasoning
Using a discriminator to guide the multi-step reasoning

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models. 
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1. Feed question and prefix into LM.

4. Append top scored step 
to prefix and repeat.

Using a discriminator to guide the multi-step reasoning

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models. 
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Controlling Decoding Improves Reasoning
Cobbe et al. 2021. Training Verifiers to Solve Math Word Problems.
Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models. 
O’Brien et al. 2023. Contrastive Decoding Improves Reasoning in Large Language Models.
….
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Optimizing Models Improves Reasoning
Using reinforcement learning to

• explicitly optimize models based on feedback from metrics or humans



Optimizing Models Improves Reasoning
Using reinforcement learning to

• explicitly optimize models based on reasoning outcome or reasoning
process



Optimizing Models Improves Reasoning

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.

Generating ! full potential reasoning solutions per problem and filter by final-
answer correctness.
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Optimizing Models Improves Reasoning

A reward model is trained to judge the correctness of solutions, with the 
training signal determined solely by whether or not the solution reached the 
correct final answer (human annotation).

Outcome-supervised 
Reward Model

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.
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Optimizing Models Improves Reasoning

Outcome-supervised 
Reward Model

A reward model is trained to judge whether the reasoning steps so far are 
correct (human annotation).

Process-supervised 
Reward Model

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning
• Results-based method

o No human annotation
o Reasoning steps might be incorrect

• Reward-model-based method
o Human annotation
o Better results



Optimizing Models Improves Reasoning
Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.
Zelikman et al. 2023. Star: Bootstrapping reasoning with reasoning.
Luo et al. 2023. Wizardmath: Empowering mathematical reasoning for large language models via reinforced evol-instruct. 
….



Data Augmentation Improves Reasoning
Fu et al. 2023. Specializing smaller language models towards multi-step reasoning. 
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Magister et al. 2023. Teaching small language models to reason. 
Shridhar et al. 2023. Distilling reasoning capabilities into smaller language models.
Yue et al. 2023. MAmmoTH: Building math generalist models through hybrid instruction tuning. 
Yu et al. 2023. Meta-math: Bootstrap your own mathematical questions for large language models. 
Ni et al. 2023. Learning math reasoning from self-sampled correct and partially-correct solutions. 
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Huang et al. 2023. Large language models can self-improve. 
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Multilingual Math Reasoning

Correlation between language frequency and MGSM accuracy for PaLM-540B. 

Shi et al. 2023. Language models are multilingual chain-of-thought reasoners.



Multilingual Math Reasoning

Accuracy (%) on MGSM of different open-source models with the few-shot method. 



Multilingual Math Reasoning



Outlook
• Scaling models
• Better prompting/verifier/optimization method
• Multilingual scenario (low-resourced languages)
• High-quality Data
• Smaller task-tailored models
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Do Language Models Really Perform Reasoning?

Artificial Intelligence

AI

Solve the following math word problem

Terry eats 2 yogurts a day. They are currently on sale at 4 yogurts for $5.00. How much does 
he spend on yogurt over 30 days?

He eats 2 yogurts a day so over 30 days he will need 2*30 = 60 yogurts. The yogurt sells as 4 
units for $5.00 and he needs 60 yogurts so that‘s 60/4 = 15 packs of yogurt. Each pack is 
$5.00 and he needs 15 packs so that's 5*15 = $75.00.The answer is 75. 

LM

LM

Gasta 2*5=$10 por d\u00eda en yogur. Gasta 10*30=$300 en 30 d\u00edas. La respuesta es
300.

LM

LM

Concatenate the first letter of each word Answer the following strategy question

Nails are made of materials such as steel or iron, which 
are denser than water. Thus, the answer is yes.

Yes or no: Would a nail sink in water?



Thank You!


