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What is Reasoning?

“A faculty of the human mind that enables logical inferences to be made and
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What are Language Models?

Language Models (LMs) are trained to predict the next word...

‘LMs are trained to’ ‘predict’
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Scaling Laws in Language Models
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Reasoning via prompting

LMs can do multi-step reasoning,

which paves the way to solving
challenging problems.
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How to Teach Language Models to Reason?

Just like teaching kids?



How to Teach Language Models to Reason?

Give them some examples to understand the task...
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Few-shot Prompting for Math Reasoning
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Give it more information to describe specific rationales!



Chain-of-Thought Prompting for Math Reasoning
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Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis [ Input ]
balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each

is 6 tennis balls. 5 + 6 = 11. The answer is 11. @
Q: The cafeteria had 23 apples. If they used 20 to make

lunch and bought 6 more, how many apples do they have?

[ Output ]

@ A: The cafeteria had 23 apples originally. They used 20 to O
make lunch. So they had 23 - 20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9. The answer is 9.

Using natural language to describe rationales is critical for CoT!

Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models.



Chain-of-Thought Prompting for Math Reasoning

—— Standard prompting
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Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models.



CoT Prompting for Various Tasks

Q: Roger has 5 tennis balls. He buys Q: How many keystrokes are needed Q: Sammy wanted to go to where the

2 more cans of tennis balls. Each can to type the numbers from 1 to 5007? people were. Where might he go?
has 3 tennis balls. How many tennis Answer Choices: (a) 1156 (b) 1392 (c) 1480 Options: (a) race track (b) populated areas
balls does he have now? (d) 1562 (e) 1788 (c) desert (d) apartment (e) roadblock

A:
A:
The answer is 11.
he

Qnswer is (b). j \" j

Q: Yes or no: Would a pear sink in Q: The concert was scheduled to be Q: Is the following sentence

So the answer is (b).

water? on 06/01/1943, but was delayed by plausible? "Joao Moutinho caught the
one day to today. What is the date 10 screen pass in the NFC
A: days ago in MM/DD/YYYY? championship."
answer is no.
So the
So the answer is 05/23/1943. answer is no.

_ N N Y,

Wei et al. 2022. Chain-of-thought prompting elicits reasoning in large language models.




CoT Prompting for Multilingual Math Reasoning
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Shi et al. 2023. Language Models are Multilingual Chain-of-Thought Reasoners.
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Self-consistency Improves CoT Prompting
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Self-consistency Improves CoT Prompting

Chain-of-thought
prompting

Self-consistency

Q: If there are 3 cars in the parking
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2 =75 cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

\ A

Language
model

Language
model

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

The answer is $14.

Sample a diverse set of
reasoning paths

She has 16 - 3 - 4 =9 eggs
left. So she makes $2*9 = | The answer is $18.
$18 per day. I

J
I )

~

This means she she sells the

remainder for $2 * (16 - 4 - 3)  The answer is $26.
= $26 per day.

l
] J
She eats 3 for breakfast, so | A

she has 16 - 3 =13 left. Then |
she bakes muffins, so she | The answer is $18.

The answer is $14. ]

has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 =$18. |

Wang et al. 2023. Self-Consistency Improves Chain of Thought Reasoning in Language Models.

Marginalize out reasoning paths
to aggregate final answers

The answer is $18. ]




Improving CoT Prompting for Reasoning

Chen et al. 2023. Program of thoughts prompting: Disentangling computation from reasoning for numerical reasoning tasks.
Yao et al. 2023. Tree of Thoughts: Deliberate Problem Solving with Large Language Models.

Ding et al. 2023. Everything of Thoughts: Defying the Law of Penrose Triangle for Thought Generation.

Zhang et al. 2023. Automatic chain of thought prompting in large language models.

Zhou et al. 2023. Least-to-most prompting enables complex reasoning in large language models.

Zheng et al. 2023. Progressive-hint prompting improves reasoning in large language models.

Jiang et al. 2023. Resprompt: Residual connection prompting advances multi-step reasoning in large language models.
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« Cot Prompting requires scaling
» This method does not explicitly encourage LMs toward correct step-by-step

reasoning



Limitations of CoT Prompting

Cot Prompting requires scaling!

a-1: text-ada-001; b-1: text-babbage-001; c-1: text-curie-001;
d-1: text-davinci-001; d-2: text-davinci-002

[ CoT Prompting ] InstructGPT
100
/ \ Max Rater
Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each ~ 30
can has 3 tennis balls. How many tennis balls does he have now? § Avg. Rater
A: Let's think step by step. Roger started with 5 balls. 2 cans of 3 tennis o
balls each is 6 tennis balls. 5+6=11. The answer is 11. 3 60
am
. 1 f)
:\): What is half of (3 + 7) plus one” g 40
\_ / < 20
. REEEmel) . textdavinci-002 |
: : o 1 d-1 d-2
The answer is the result of adding Let's think step by step. 3+7=10. N Y
1 more ball (3 + 7) plus 1. 10/2=5. 5+1=6. The answer is 6. Y
O CoT helps
\_ x ) U ) performance

Suzgun et al. 2023. Challenging BIG-Bench Tasks and Whether Chain-of-Thought Can Solve Them.
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Limitations of CoT Prompting

It does not explicitly encourage LMs toward correct step-by-step reasoning

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis [ Input J
balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each

is 6 tennis balls. 5 + 6 = 11. The answer is 11. @
Q: Fred had 212 sheets of paper. He received another
307 sheets of paper from Jane and gave Charles 156

sheets of paper. How many sheets of paper does Fred
have left? [ Output ]

@ A: Fred has 212 + 156 = 368 sheets of paper. After giving
Charles 156 sheets of paper, Fred has 368 - 156 = 212

sheets of paper left.



Can Controlling Decoding Improve Reasoning?



Controlling Decoding Improves Reasoning

Using a discriminator to guide the multi-step reasoning

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Using a discriminator to guide the multi-step reasoning
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Q.| Solution so far (prefix) did pleap 4. Append top scored step
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N ! D D (D vt )

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.
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Controlling Decoding Improves Reasoning

Using a discriminator to guide the multi-step reasoning

- N\
8’5 1 Feed _ 4 orefix into LM LM | Discriminator
._g 1 eed question and prefix into LM. [:J I ) I [: 0.10
o ! Test question —--woeeeereeeee » XD > [:]I --------- > @?\ ----------------- > Jooe
8 i D | 3. Score steps using Eq.(7)) CJ 0.03
2 2. Sample a pool of ~ — / E
Q| Solution so far (prefix) . P P 4. Append top scored step :
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wn ! D) O D oot {:]

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.
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Controlling Decoding Improves Reasoning

Training a discriminator to guide the multi-step reasoning

.
-

1. Sampling
Simulate mistakes the LM is likely to make during
inference by sampling solutions from the model.

LM

Q: If Joe spent 1/9 ‘JA' He Snent 1/2 *_L
of his pocket money _ _,>  A: Joe has $50 f
.. how much money 1/ \
does he have left? | A: Joe spent (1/3)

*450 = 150 on..

Discriminator Training

Question Sampled solutions

Th D EE WD D D D G WD D I G GED P I D I GI I GEP D IS GED I GED GED D GNP ED I M D I G D D G WD W EE E W e e

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Training a discriminator to guide the multi-step reasoning

-
-~

1. . 2. Step Alignment
Sini Align steps of incorrect solutions with the
inf, reference steps to create contrastive examples.

VA: Joe spent (1/9) W

- —— e e — ———

Discriminator Training

|
I
,"‘v‘# I .‘...>_ ‘“V"‘.‘
Q: : A_;__HE_Sng:_J.LZ_Lf """"" -
oy \a---- % %450 = 50 on..
of b T A: Joe has $50 | A AN
U a. | Gold solution
doe: | A: Joe spent (1/3) |4
. | %450 = 150 on..
__L
|
\ Incorrect solutions

| S ——— T L e G O EE OGP S WP EP D WD G WD WD P D D W WD G G WD WD I G W G I WD WD G W WD WD WD W W EE G W e e e e

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Training a discriminator to guide the multi-step reasoning

2 1. 2. 3.Learning

T et Al T e e | |

! 2N "' Train the discriminator with max-margin loss.

= infe, ref

L : | correct step Discriminator

o . + o s

4(_01 : Q L N : a . S OSSN - e D(q, r, S+)
| . : | N —

= | |of Tﬂ: . s » 0 g D(q,'r,s )

E Lol h: 7! Question Prefix

S i oo i incorrect step

oo _

N I | Minimizeﬁ=Zmax{0,D(q,'r,s+)—D(q,r,s )+C}

| S ——— - e Er EE En D S EE S ED S G D WD S S T D S WD D WD WD D D WD WD D W D S WD WD G S D G EE e S e e e e e

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Training a discriminator to guide the multi-step reasoning

: Vo ¥
871 1. Sampling |1 2. Step Alignment 1 3. Learning
—_— 1 11
.% i Simulate mistakes the LM is likely to make during | . Align steps of incorrect solutions with the |1 Train the discriminator with max-margin loss.
p= | inference by sampling solutions from the model. || reference steps to create contrastive examples. |
g : W X correct step  Discriminator
O " A: He Spent 1/9 x | - ‘ i I + ... c +
"('U' | M ; '' (A: He Spent 1/2 [ ------- » A: Joe spent (1/9) X s -~y Juu > D(q’ s )
c Q: If Joe spent 1/9 \ A'—Mnani'—LL?—L.“ : ! = ~N L .- » %450 = 50 on 1l q T N D _
‘= | |of his pocket money | > | A: Joe has 350 11 LT A: Joe has $50 \‘ v X ) ) - - » 0o > (q’ r,Ss )
g | |~ how much money ‘ . / N ) X Question Prefix
T | |does he have left? | At Joe spent (1/3) | 1 \ A: Joe spent (1/3) |4° Gold solution 1) incorrect step
9 *450 = 150 on.. ) %450 = 150 on.. X
A i ' ' Minimize £ = max {0,D (q,7,s7) — D (q,r,s") + ¢}
O \ Question Sampled solutions N Incorrect solutions 'y nimiz Z { (q ) (q ) CJ
o, LM Discriminator
51 1. Feed question and prefix into LM. C ) . ([ Joao
O )
D! Test question - P\ VA B g % """""""""""""""" > ooe
D : V e
o ) 3. Score steps using Eq.(7) D 0.03
3 Solut . f: 2. Sample a pool of - 4. Append top scored
8‘1 olution so far (prefix) candidate next steps. y step to prefix and
= |
w

D @D D ot CJrepeat.

N e o e e e o E E  E E  — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — ————— — ———— — ——— ————

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Training a discriminator to guide the multi-step reasoning

FLAN-T5-LARGE LLAMA-7B
GSMSK SVAMP  MathQA-Gain GSM8K  MultiArith  SVAMP
Greedy decoding 26.9 54.5 76.5 12.9 54.0 32.8
Self-consistency 33.3 61.8 78.9 20.7 78.9 52.4
Sample-then-rank 20.5 45.9 83.7 9.60 46.4 26.1
GRACE 343 +714) 66.2 (+11.7) 84.1 (+6.0) 16.2 +3300 84.9 (+309)  49.7 (+17.3)
GRACE w/ self-consistency  36.3 (+30)  68.6 (+6.80) 84.4 (+0.7) 30.9 +102) 94.6 (+157)  55.6 (+3.20)

Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.



Controlling Decoding Improves Reasoning

Cobbe et al. 2021. Training Verifiers to Solve Math Word Problems.
Khalifa et al. 2023. Discriminator-Guided Multi-step Reasoning with Language Models.
O’Brien et al. 2023. Contrastive Decoding Improves Reasoning in Large Language Models.



Does Optimizing Models Improve Reasoning?



Optimizing Models Improves Reasoning

Using reinforcement learning



Optimizing Models Improves Reasoning

Using reinforcement learning to

 explicitly optimize models based on feedback from metrics or humans



Optimizing Models Improves Reasoning

Using reinforcement learning to

+ explicitly optimize models based on reasoning outcome or reasoning
process



|

Optimizing Models Improves Reasoning

Final Answer RL

GSM8K
Problems

N

J

Full Solution Samples

Filtered Full Solution Samples

I
I

Input Question

Generated Samples

[:] Final Answer

Solution Step

Selected Sample

Generating K full potential reasoning solutions per problem and filter by final-
answer correctness.

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.




Optimizing Models Improves Reasoning
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Selected Sample

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.
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Selected Sample




Optimizing Models Improves Reasoning
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Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

:} Input Question

Generated Samples

(S

Outcome-supervised

Reward Model Full Solution Samples ORM Score Filtered Full Solution Sample :] Final Answer
[: Solution Step
caeK - ) —~ - S
Problems Selected Sample

A reward model is trained to judge the correctness of solutions, with the

training signal determined solely by whether or not the solution reached the
correct final answer (human annotation).

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

:] Input Question

Generated Samples
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Reward Model Full Solution Samples ORM Score Filtered Full Solution Sample [:] Final Answer
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Problems ' Selected Sample
[ } Input Question

Generated Samples

[ Final Answer O

Solution Step X

Selected Sample

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

Eroces&-ﬁpé:r\llised Full Solution Samples Filtered Full Solution Sample
ewar 0 e PRM Score PRM Score M Score I~

Sk o= s s

Problems r — I~

A reward model is trained to judge whether the reasoning steps so far are
correct (human annotation).

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

Error rate (%)

Approach Base model Trace Final-answer

SFT+Final-Answer RL, ORM reranking Base-70B 3.7 (0.5-6.9) 14.2
SFT, ORM reranking Base-70B 4.4 (0.6-8.3) 14.8
SFT, PRM reranking Base-70B 3.5 (0.5-6.5) 14.1
SFT+ORM-RL, ORM reranking Base-70B 3.4 (0.0-6.8) 12.7
SFT+PRM-RL, PRM reranking Base-70B 3.8 (0.5-7.1) 12.9

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.



Optimizing Models Improves Reasoning

 Results-based method
o NoO human annotation
- Reasoning steps might be incorrect

« Reward-model-based method
o Human annotation
o Better results



Optimizing Models Improves Reasoning

Uesato et al. 2023. Solving math word problems with process and outcome-based feedback.
Zelikman et al. 2023. Star: Bootstrapping reasoning with reasoning.
Luo et al. 2023. Wizardmath: Empowering mathematical reasoning for large language models via reinforced evol-instruct.



Data Augmentation Improves Reasoning

Fu et al. 2023. Specializing smaller language models towards multi-step reasoning.

Hsieh et al. 2023. Distilling step-by-step! outperforming larger language models with less training data and smaller
model sizes.

Magister et al. 2023. Teaching small language models to reason.

Shridhar et al. 2023. Distilling reasoning capabilities into smaller language models.

Yue et al. 2023. MAmmoTH: Building math generalist models through hybrid instruction tuning.

Yu et al. 2023. Meta-math: Bootstrap your own mathematical questions for large language models.

Ni et al. 2023. Learning math reasoning from self-sampled correct and partially-correct solutions.

Zelikman et al. 2023. Star: Bootstrapping reasoning with reasoning.
Huang et al. 2023. Large language models can self-improve.



Data Augmentation Improves Reasoning

Fu et al. 2023. Specializing smaller language models towards multi-step reasoning.

Hsieh et al. 2023. Distilling step-by-step! outperforming larger language models with less training data and smaller
model sizes.

Magister et al. 2023. Teaching small language models to reason.

Shridhar et al. 2023. Distilling reasoning capabilities into smaller language models.

Yue et al. 2023. MAmmoTH: Building math generalist models through hybrid instruction tuning.

Yu et al. 2023. Meta-math: Bootstrap your own mathematical questions for large language models.

Ni et al. 2023. Learning math reasoning from self-sampled correct and partially-correct solutions.

Zelikman et al. 2023. Star: Bootstrapping reasoning with reasoning.
Huang et al. 2023. Large language models can self-improve.

DATA is IMPORTANT!



Multilingual Math Reasoning

o Translate to English with Google Translate and solve with English intermediate steps
A Intermediate reasoning steps in the language of the question
* Intermediate reasoning steps in English

70
__ 60 o) R A
50 @) ﬁ Oe &
< 50 © o
Q A A b 2
5 40 A
3 A
< 30
> .
8 20| Underrepresented High-resource Enelish
S languages languages (EgN)
10 | (Sw, BN, TE, TH) (JA, ZH, RU, ES, FR, DE)
0 |
0.01% 1% 100%

Frequency of language in pre-training dataset (token percentage)

Correlation between language frequency and MGSM accuracy for PaLM-540B.

Shi et al. 2023. Language models are multilingual chain-of-thought reasoners.



Multilingual Math Reasoning

100
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Accuracy (%) on MGSM of different open-source models with the few-shot method.




Multilingual Math Reasoning

Language CoT Reasoning

Question Terry eats 2 yogurts a day. They are currently on sale at 4 yogurts for $5.00. How much does he spend on yogurt over 30
days?\nAnswer:\nLet's think step by step.

EN He eats 2 yogurts a day so over 30 days he will need 2*30 = 60 yogurts\nThe yogurt sells as 4 units for $5.00 and he needs 60 yogurts
so that's 60/4 = 15 packs of yogurt\nEach pack is $5.00 and he needs 15 packs so that's 5*15 = $75.00\nThe answer is 75.

Anakunywa maziwa 2 ya mtindi kila siku hivyo zaidi ya siku 30 anakunywa 2*30= 60 Maziwa ya mtindi yanauzwa kwa 4 kwa $5.00
na anahitaji 60 hivyo hiyo ni 60/4 = 15 pakiti za maziwa 4 Kila pakiti ya 4 inagharimu $5.00 na anahitaji pakiti 15 kwa hivyo hiyo ni
5*15 =$75.00 Jibuni 75.

SW

BN ofnfufa 2f% NGB AT 9FR SToferf S{Fof 415 5.00 Terrar Al 2T Tt 2/4 = $2.50 OfFf AFOfAfF EINMIBE T $2.50 U6
BN TR 30 AIATE I STIY OFAT 2530 = $75.00 U6 FAN SOOAeT 75|

s 208 2 arifen  Botrch oBakn 09955908083 &5 $3¢5¢5°%4 esSrad Hreresdy enchdd B0 2/4= 0.5 Arfod Eaofen
TE BoleD, 093 2, EEEEE $5.00 ATB050 930 B0 0.5 Eoffen Sooed Seexst ereddd Baaoed 5*0.5 = $2.50 8> 3. 30 Bz
Dot rcifen  eddY Bao 2.5%30 = $75.00 ESDERAD DEPER0 75,

wmasFcAulaise 2 danaiu Forfulu 30 Yu 1nazsasmsTadsa 2 x 30 = 60 67n Teise 4 winaamaiag 5.00 aaaarfaniss
TH AvtlutaAfausazalradofisnal 5.00 paaatsanisd /4= 1.25 aaaas aviu imassicasldang 60x 1.25 aaaars = 75.00 aaaany
dmsutaisalu 30 Ju dmavda 75

X1 BIZ2 203 —7 )V bERRDDOT, 30 HREIT2*30=60 DI —F NV ERRDZ LRV ET, I—F IV MNI4ETS v
JA THEEENTEY, HIZ60HDI—I N NEEATILERHLT-D, 60/4=15 {@@4/\/MJ;@$¢ %8y 7 Offi#gIL 5 KT,
WX 1S ED/y 7 ZEATIHERD D7D, 5*%15=75 FAFYD I —F )V MRV ET, BZ2I1X75 TF,

fAERE 2 3R, FTLL 30 KALREZ 2%30 = 60 /3 ERWY BRIHLA 4 MR IS, MW SE 60 3 ERYY, Kbk 60/4 = 15 EIEEYY FE &M 5.00

ZH EIT, MWL 158, K 5*15=3875.008%% 75,

Teppu chenaer 2 iforypTa B JieHb, 3HauHT, 3a 30 JHeil eMy nonanoGurcs 2 x 30 = 60 forypros. Horypt nposaercss mo nese 5
RU J0JUTapoB 3a 4 HorypTa, nosroMy Teppu HyxHO Oyzmer kymutb 60/4 = 15 ymakoBok Horypra. Kaxmas mayka cTout 5 moimiapos,
nostoMy Teppu motparur 15 x 5 gomtapos = 75 momnapos Ha #orypt 3a 30 gaeit. OtBer: 75.

ES Gasta 2*5=$10 por d\u00Oeda en yogur. Gasta 10*30=$300 en 30 d\uOOedas. La respuesta es 300.

Il mange 2 yaourts par jour donc sur 30 jours il mange 2*30 = 60 yaourts. Les yaourts sont vendus 4 pour 5,00 $ et il a besoin de 60
FR yaourts, ce qui fait 60/4 = 15 paquets de 4 yaourts. Chaque paquet de 4 co\u0Ofbte 5,00 $ et il a besoin de 15 paquets de 4 donc il
d\u00e9pense 5*15="75,00$ en yaourt. La r\u0Oe9ponse est 75,00.

Er isst 2 Joghurts pro Tag, also ben\u00f6tigt er \u0Ofcber 30 Tage hinweg 2*30 = 60 Joghurts. Der Joghurt wird flu00fcr 5,00 $ pro
DE 4er-Packung verkauft und er braucht 60 Joghurts, das sind also 60/4 = 15 Packungen Joghurts. Jede Packung kostet 5,00 $ und er
braucht 15 Packungen, das sind also 5*15=75,00 $. Die Antwort ist 75.




Outlook

« Scaling models

« Better prompting/verifier/optimization method

« Multilingual scenario (low-resourced languages)
« High-quality Data

« Smaller task-tailored models



What is Reasoning?

Concatenate the first letter of each word  Answer the following strategy question

IEN  Adtificial Intelligence ) Yes or no: Would a nail sink in water?

n Al Nails are made of materials such as steel or iron, which
are denser than water. Thus, the answer is yes.

Solve the following math word problem

n Terry eats 2 yogurts a day. They are currently on sale at 4 yogurts for $5.00. How much does
he spend on yogurt over 30 days?

n He eats 2 yogurts a day so over 30 days he will need 2*30 = 60 yogurts. The yogurt sells as 4
units for $5.00 and he needs 60 yogurts so that's 60/4 = 15 packs of yogurt. Each pack is
$5.00 and he needs 15 packs so that's 5*15 = $75.00.The answer is 75.

“A faculty of the human mind that enables logical inferences to be made and rational arguments to be
undertaken to understand the world and solve problems.”

Michael Kent. 2007. The Oxford Dictionary of Sports Science & Medicine (3 ed.)



Do Language Models Really Perform Reasoning?

Concatenate the first letter of each word  Answer the following strategy question

8 Artificial Intelligence 8 Yes or no: Would a nail sink in water?
@ Al Nails are made of materials such as steel or iron, which
are denser than water. Thus, the answer is yes.

Solve the following math word problem

Terry eats 2 yogurts a day. They are currently on sale at 4 yogurts for $5.00. How much does
he spend on yogurt over 30 days?

He eats 2 yogurts a day so over 30 days he will need 2*30 = 60 yogurts. The yogurt sells as 4
units for $5.00 and he needs 60 yogurts so that's 60/4 = 15 packs of yogurt. Each pack is
$5.00 and he needs 15 packs so that's 5*15 = $75.00.The answer is 75.

© 60

Gasta 2*5=%$10 por d\u0Oeda en yogur. Gasta 10*30=$300 en 30 d\uOOedas. La respuesta es X
300.



Thank You!



