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Abstract—Saliency detection aims at quantitatively predicting 

attended locations in an image. It may mimic the selection 
mechanism of the human vision system, which processes a small 
subset of a massive amount of visual input while the redundant 
information is ignored. Motivated by the biological evidence that 
the receptive fields of simple-cells in V1 of the vision system are 
similar to sparse codes learned from natural images, this paper 
proposes a novel framework for saliency detection by using image 
sparse coding representations as features. Unlike many previous 
approaches dedicated to examining the local or global contrast of 
each individual location, this paper develops a probabilistic 
computational algorithm by integrating objectness likelihood 
with appearance rarity. In the proposed framework, image sparse 
coding representations are yielded through learning on a large 
amount of eye-fixation patches from an eye-tracking dataset. The 
objectness likelihood is measured by three generic cues called 
compactness, continuity, and center bias. The appearance rarity 
is inferred by using a Gaussian Mixture Model. The proposed 
work can serve as a basis for many techniques such as image/video 
segmentation, retrieval, retargeting, and compression. Extensive 
evaluations on benchmark databases and comparisons with a 
number of up-to-date algorithms demonstrate its effectiveness. 
 
 

Index Terms—Visual attention, Saliency, Sparse coding, 
Independent Component Analysis, Gaussian Mixture Models 

 

I. INTRODUCTION 

he advancement of computer vision technology is limited 
largely by the profound challenge of automatically 

identifying the object of interest in an image. An attempt at 
simulating the human visual attention mechanism potentially 
promises to resolve this problem. The intrinsic attribute of 
visual attention is its selection procedure, which enables our 
vision system to select a subset of interesting inputs in the 
visual field for further cognition. This selection relies on the 
synergy of both bottom-up and top-down factors. Unlike 
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top-down attention which is driven by task, bottom-up attention 
is driven by saliency. So far, much less is known about 
top-down attention and its quantitative calculation is still 
practically impossible since it involves numerous cognitive 
cues like the observer’s background, expectations, and 
preferences. In contrast, bottom-up attention is simpler and 
plays a critical role under the scenario of free viewing. 
Therefore, the study of computation of bottom-up attention is 
becoming popular. The core component of computational 
models is called the saliency map invented by Koch et al. [1], 
which is defined as a 2D topographical map encoding the 
conspicuity at every location of the image. In recent years, the 
use of saliency map has benefited a broad range of applications 
such as image segmentation [2], image/video retargeting [4], 
video summarization [6], image retrieval [7], image collage [8], 
video coding [9], and so on. 

A. Previous works 

Most approaches to calculating saliency map are based on 
the observation that locations in the visual field that are 
distinctive from their contextual background are more likely to 
attract human attention. The distinctiveness or rarity can be 
measured by contrast. A milestone work was presented by Itti et 
al. [10]. It developed a biologically plausible system that 
invented a “center-surround” operation implemented using a 
“Difference of Gaussians” (DoG) across multiple scales to 
model the contrast. The final saliency map was derived by the 
linear summation of color, intensity, and orientation contrast. 
Likewise, Ma et al. [11] adopted the “Difference of Windows” 
(DoW) to calculate color distribution distance between a 
location and its surrounding location within a window to 
measure contrast. A work similar to [11] was proposed by 
Achanta et al. [12], which also leveraged DoW to determine 
visually salient regions. Recently, Klein et al. [43] detected the 
saliency in an information-theoretic paradigm, which estimates 
the distribution difference of visual features between the center 
and its surround regions by Kullback-Leibler divergence. Other 
representative works using center-surround mechanisms 
include those in [13-15] and [32]. The works of [16] and [17] 
investigated the use of Gaussian Mixture Models (GMMs) for 
the saliency computational model. The former method [16] 
adopted GMMs to represent the dominant hue in which the 
inter-cluster distance between components indicates the 
saliency. The overall saliency map was automatically selected 
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as either a color saliency map or an orientation saliency map. 
The latter approach [17] involved two GMMs that represented 
attention regions and background, respectively. A pixel was 
classified into salient regions or background depending on a 
Bayesian framework. Harel et al. [31] exploited a graph model 
in which each node represents a lattice and the connection 
between two nodes is proportional to their dissimilarity. The 
contrast was inferred by a Markov chain. Goferman et al. [29] 
combined local contrast, global contrast, visual organizational 
rules, and high-level cues to form a new type of saliency called 
context-aware saliency. 

Another school of methods [18-20] explored supervised 
learning methodologies for saliency detection. A number of 
attention features were firstly extracted. Afterwards, the feature 
weights were learned based on a ground truth database 
manually labeled or obtained by eye-tracking experiments. The 
data in the ground truth indicates the objects of interest or 
human eye fixations. Finally, the saliency map was generated 
according to the weighted combination of features. The 
supervised learning algorithms used in previous works [18-20] 
include Conditional Random Fields [18], Support Vector 
Machines (SVMs) [19], and Mixture of SVMs [20]. 

Based on the assumption that the global contrast is 
preferable than the local contrast for saliency detection, a 
newly emerging research stream on modeling image saliency 
with high computational efficiency in the frequency domain is 
gaining interest. In [21], the Spectral Residual (SR) defined as 
the difference between the log Fourier amplitude spectrum of 
an image and the prior knowledge was used for saliency 
discovery. Nevertheless, Guo et al. [22] argued that the SR of 
the amplitude spectrum is indecisive. Alternatively, they 
explored the saliency using the phase spectrum of the Fourier 
Transform. In [23], Achanata et al. provided a frequency-tuned 
(FT) approach to capture global contrast. Alternatively, Hou et 
al. [34] employed the sign of each Discrete Cosine Transform 
component, which is equivalent to the phase information of the 
Fourier transformation. Recently, Li et al. [33] combined 
global contrast from frequency domain and local contrast from 
spatial domain for the generation of a saliency map. 

Motivated by the biological evidence that the receptive 
fields of simple cells in the primary visual cortex (V1) are 
similar to sparse codes learned from natural image patches, 
researchers [24-28, 44] have attempted to leverage sparse 
representations to compute visual saliency. The initial step was 
to learn basis functions by performing Independent Component 
Analysis (ICA) on a large number of randomly selected image 
patches. The learned basis functions were applied to filter the 
image, thus obtaining a set of coefficients as the features. Then, 
various principles such as Information Maximization (IM) [24], 
Incremental Coding Length (ICL) [25], Bayesian framework 
[26], Site Entropy Rate (SER) [27], and Feature Activation 
Rate [44] were used to detect the distinctiveness in images. The 
sparse representation based methods are biologically plausible. 

B. Overview and contribution of the proposed approach 

Although visual saliency detection has been studied 

extensively, many existing approaches still suffer from such 
drawbacks as low resolution, ill-defined salient boundary, 
non-uniform entire salient object, and so on, as summarized in 
[23]. Most of these drawbacks result from the fact that existing 
algorithms only take the appearance rarity or distinctiveness 
into consideration and ignore the objectness cues. Essentially, 
the underlying purpose of saliency detection is to locate 
meaningful objects that are more likely to attract the user’s 
attention. From the viewpoint of considering objectness, 
saliency detection is related to the extraction of video object 
planes (VOPs). Some first works for VOP extraction include [3, 
5, 49]. In [49], Doulamis et al. proposed to extract foreground 
VOPs such as head and shoulder of speakers in video 
conference applications. Gu et al. [5] developed a 
semi-automatic system where the precise object segmentation 
was done by human assistance in I frames followed by 
automatic object tracking in remaining frames. Kim et al. [3] 
combined temporal and spatial information to extract VOPs, 
which adopted temporal information to localize moving objects 
and spatial information to obtain precise boundaries. 

Appearance rarity and objectness are two critical concepts 
for attention modeling. Inspired by this insight, this paper 
proposes an object-oriented approach for saliency detection by 
coupling appearance rarity and objectness into a probabilistic 
framework using image sparse coding representations. It 
consists of three major components as shown in Fig. 1. Firstly, 
images are characterized by a set of sparse codes learned using 
ICA. Secondly, the rarity probability is modeled by a GMM 
and the salient objectness likelihood is inferred by measuring 
GMM components using compactness, continuity, and center 
bias. These two aspects are integrated to yield the saliency map. 
Finally, bounding boxes locating salient objects are obtained 
using an adaptive algorithm. 

The novelties that distinguish the proposed work from 
previous approaches are five-fold. 1) The proposed work 
integrates appearance rarity with objectness likelihood in a 
probabilistic paradigm based on sparse coding representations. 
In contrast to previous work that considers contrast alone, the 
combination of objectness attributes enables us to extract 
whole salient objects uniformly. 2) The sparse codes are 
learned from a large number of eye-fixation patches obtained 
from an eye tracking dataset rather than random patches, which 
has been demonstrated to achieve better results. 3) Three 
generic measurements are developed to characterize the 
objectness. These measurements are calculated efficiently and 
effective for saliency detection. 4) It improves on work [30] 
and proposes an adaptive algorithm to create bounding boxes 
locating salient objects easily and effectively. 5) Extensive 
evaluations on publicly available datasets and comparisons 
with 18 state-of-the-art algorithms are carried out and results 
demonstrate the effectiveness of the proposed work. 

The rest of the paper is organized as follows. Section II 
describes image sparse coding representations. Section III 
reports the probabilistic framework involving rarity and 
objectness measurement. Section IV introduces an algorithm 
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that can locate salient objects with bounding boxes based on 
saliency maps. Section V presents experimental results. Finally, 
conclusions are drawn in Section VI. 

 
Fig. 1 The architecture of the proposed saliency detection framework based on 
sparse coding representations. 

II.  IMAGE SPARSE CODING REPRESENTATIONS 

It has been commonly acknowledged that the receptive fields 
of simple cells in the primate primary visual cortex (V1) are 
spatially localized, oriented, and band-pass [35]. This intrinsic 
property can be accounted for by sparse coding representations, 
which attempt to represent a high-dimensional original signal 
by using a few representative atoms on a low-dimensional 
manifold. The investigations in [24] and [25] have found that 
the sparse coding principle is useful in understanding the cause 
of saliency mechanisms in the brain. These findings motivate us 
to detect visual saliency based on sparse coding representations. 
Furthermore, the study of V4 and MT cortical regions by [36, 
37] has demonstrated that attention can be deduced from 
particular features. These particular features can be inferred 
from an eye tracking benchmark database. In sparse coding 
representations, each atom or code is most effective for 
describing one type structure or a particular feature in the 
image. The generation of sparse codes is partly sensitive to the 
training samples, of which, in practice, we have only a limited 
number of. This naturally motivates us to learn sparse codes 
using eye fixation patches from eye tracking databases instead 
of random patches, which is biased in favor of finding image 
structures or features that are more likely to draw attention. 

Given an image patch ( , )i x yI  centered at location 

( , )i i ix y=z , it can be represented as a linear superposition of a 

set of sparse coding bases: 

 
1

n
j

i i j
j

f
=

=∑I B   (1) 

Here jB  indicates the j th basis function and j

if  denotes its 

associated coefficient, which is referred to as the “feature”. 
Suppose the j th filter function jE  is the 

inverse/pseudoinverse of jB  and j

if  is derived by: 

 
( , )

( , ) ( , )j

i j i
x y

f x y x y= ∑E I   (2) 

Finding a complete set of basis functions which spans the 

image space is a critical issue. ICA training is a good way to 
approximately resolve this issue and thus is adopted by many 
existing algorithms [24-28, 44, 38, 39]. As shown in [39], 
although this scheme is incapable of achieving entirely 
independent codes, the yielded codes are independent to 
third-order statistics. Moreover, the investigations in [26, 35, 
38] have demonstrated that the features obtained in this way 
qualitatively resemble those observed found in the visual 
cortex. Accordingly, this paper also applies ICA to learn the set 
of basis functions. 

To implement ICA training for sparse codes, many earlier 
methods [24-28, 44, 38, 39] work on a collection of 
general-purpose image patches randomly selected from a 
large-scale database [24-28, 44, 38, 39]. In this paper, we 
utilized an eye-tracking database1 developed by MIT AI lab [19] 
to learn sparse codes. It consists of eye-tracking data from 15 
different viewers across 1,003 images randomly selected from 
Flickr and LabelMe. In this dataset, fixation locations were 
generated by using an eye tracker to record viewers’ gaze path 
as they watch images. The eye-tracking data indicates where 
viewers actually look in images. Learning sparse codes 
specifically on these eye fixation patches can facilitate us to 
discover which subset of features is more attractive to humans. 
This can certainly benefit the inference of visual saliency 
detection task. In our implementation, we obtained a 
large-scale collection of eye-fixation patches from this 
eye-tracking dataset, where each is of size of 7×7 and centered 
at a fixation location. The ICA algorithm is utilized to learn 147 
(7×7×3) basis functions based on these selected patches. 
Finally, given the image patch ( , )i x yI , 147 coefficients 

calculated according to Eq. (2) are used as features 

{ }, 1,...,147j

i if j= =F  to detect visual saliency.  

Fig. 2 shows the 147 basis functions learned from 
eye-fixation patches. As reported in literatures [24, 25, 35, 48], 
some of basis functions resemble Gabor filters at various 
positions, orientations, spatial frequencies and phases, and 
some others look like low-pass filters that present two opposite 
colors. The work [35] has provided a quantitative estimation of 
the distribution of basis functions in space, orientation, and 
scale. Essentially, each basis function represents a type of 
structural primitive, which might be devoted to reconstructing 
geometrical structures in images. As stated in [35, 48], features 
yielded via these basis functions resemble simple-cell receptive 
fields. They intuitively contain much richer information than 
typical pixel color. With this set of sophisticated features, we 
may discover more types of contrast rather than only intensity 
or orientation contrast used by traditional saliency models. 
Moreover, our basis functions are learned from eye fixation 
patches, which reflect specific image structures or features that 
are more likely to draw human attention. Accordingly, we 
presume the use of sparse coding based features enables us to 

 
1  

http://people.csail.mit.edu/tjudd/WherePeopleLook/interactiv
eWebsite/seeFixations.html 
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improve the quality of saliency detection. 

 
Fig. 2 Basis functions learned from eye-fixation patches. 

III.  OBJECT-ORIENTED SALIENCY MAP 

Previous approaches [24-28, 44] using the sparse coding 
principle mainly concentrated on modeling contrast 
information of individual pixels or small areas. However, they 
ignored the information that a pixel belongs to the object, 
which leads to difficulties in uniformly finding whole salient 
objects with well-defined boundaries. To tackle this weakness, 
this paper develops a probabilistic framework to compute the 
saliency map by taking both pixel rarity and objectness into 
consideration simultaneously. The rarity is characterized by the 
global contrast. Three attributes reflecting salient objectness of 
a pixel called compactness, continuity, and center bias are 
measured using contextual information. 

The inference of the saliency of a pixel is formulated as 
follows. Let ( , )i i ix y=z  denote a pixel and 

{ }, 1,...,147j

i if j= =F  denote its corresponding feature vector 

based on sparse coding representations. We assume the binary 
random variable ir  indicates whether the pixel stands out from 

its surroundings or not, and assume the binary random variable 

io  denotes whether the pixel belongs to an object or not. They 

are formalized as: 
1       if  is distinctive, 

0      otherwise
i

ir


= 


z
 (3) 

1       if  belongs to an object, 

0      otherwise
i

io


= 


z
 (4) 

Instead of taking only pixel rarity into account as in the 
earlier works [26, 15], the proposed approach intends to 
integrate rarity with objectness in a probabilistic framework. 
The saliency value iS  of iz  is defined as a joint posterior 

probability as below: 
 ( 1, 1| )i i i iS p o r= = = F  (5) 

It is reasonable to assume ir  and io  are conditionally 

independent given iF . Therefore, Eq. (5) can be rewritten as: 

 
( 1, 1| )

( 1| ) ( 1| )
i i i i

i i i i

S p o r

p o p r

= = =
= = =

F

F F
 (6) 

where ( 1| )i ip o = F  is called the “objectness probability” and 

( 1| )i ip r = F  is the “rarity probability”. 

A. Rarity probability 

Intuitively, the rarity probability reflects how much a 

location is distinctive from background. In this paper, we adopt 
global contrast to measure the rarity. Similar to [26], according 
to the Bayesian rule, ( 1| )i ip r = F  can be calculated by: 

 
{ top-down knowledge Prior

bottom-up saliency

1
( 1| ) ( | 1) ( 1)

( )i i i i i

i

p r p r p r
p

= = = =F F
F 14243 14243

 (7) 

 log ( 1| ) log ( ) log( | 1) consti i i i ip r p r= = − + = +F F F  (8) 

There are three terms on the right side of Eq. (7). The first item 
measures the bottom-up saliency. The second item corresponds 
to the top-down knowledge. The last one is the prior. Under the 
scenario of free viewing, only the first item needs to be 
considered, which means: 
 log ( 1| ) log ( )i i ip r p= ∝ −F F  (9) 

In the proposed algorithm, { }, 1,...,147j

i if j= =F  is a random 

variable vector consisting of all filter responses. ( )ip F  is the 

joint probability of filter responses. Since filters learned using 
ICA are approximately independent, the joint probability is 
simplified to the product of probability of each filter response: 

 

147

1

147

1

( ) ( )

log ( ) log ( )

j

i i
j

j

i i
j

p p f

p p f

=

=

=

=

∏

∑

F

F
 (10) 

We utilize GMMs with M  components to estimate the 
distribution of each filter response according to: 

 2

1

( ) ( | , )
M

j j

i c i c c
c

p f N fπ µ σ
=

=∑  (11) 

where parameters cπ , ,  c cµ σ  can be inferred using 

expectation-maximization (EM) algorithm. Alternatively, the 
generalized Gaussian distribution used in [26] also can be 
applied to estimate ( )j

ip f . 

B. Objectness probability 

Instead of training object detectors for specific classes, for 
example, faces, cars, or buildings, this paper develops a set of 
measurements of objectness generic over classes. It indicates 
how likely it is for a pixel to belong to an object. In contrast to 
object detectors extensively trained from a large number of 
samples, our measurements are relatively “weak” and easy to 
obtain, but they are effective to salient object detection. In this 
paper, the objectness of a salient object is characterized using 
three measurements: compactness, continuity, and center bias. 
The first two measurements are inherent properties of an object. 
The third measurement models a high-level attribute for a 
salient object, which accounts for the fact that an object closer 
to the centre of the image is more likely to attract interest. 

Intrinsically, the objectness is a property of a group of pixels. 
It is meaningless to estimate the objectness using every 
individual pixel alone. As shown in Eq. (11), we utilize GMMs 

2

1{ , , } M

c c c cπ µ σ =  to model each filter’s responses. The 

components of the GMMs are regarded as the basic units to 
calculate the objectness. The objectness of a pixel is predicted 
by a probabilistic combination of various components. 
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1) Compactness 

The compactness describes the global distribution of an 
object. Following Eq. (11), given the j th filter response map, 

every pixel ( , )i i ix y=z  with the corresponding feature jif  is 

assigned to a component with the probability: 

 
2

2

1

( | , )
( | )

( | , )

j
j c i c c

i M
j

c i c c
c

N f
p c f

N f

π µ σ

π µ σ
=

=
∑

 (12) 

Inspired by [40], this paper proposes to measure the 
compactness of a component as follows. At first, the location 
variance of a component c  is calculated by: 

 
( | ) ( | )

,         
( | ) ( | )

j j

i i i ii i

j j

i ii i

p c f x p c f y
x y

p c f p c f

⋅ ⋅
= =∑ ∑
∑ ∑

 (13) 

 2 2( ) ( )T i i
i

V x x y y = − + − ∑  (14) 

Afterwards, values of ( | )j

ip c f  are quantized into K  

non-overlapping ranges equally. Pixels are assigned to these 
K  labels to form various class-maps based on their 

corresponding ( | )j

ip c f . As mentioned in [40], the class-map 

can be viewed as a sort of texture composition. The total 
variance of pixels belonging to the same class is computed as: 
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 2 2

1 ( , )

( ( ) ( ) )
i i m

K

mW m i m i
m x y CM

V p x x y y
= ∈

 = − + − ∑ ∑  (16) 

Here, CM  denotes the class-map and mp  is the mean of 

( | )j

ip c f  for pixels belonging to each class-map. 

The compactness of the component c  in the j th filter 

response map is finally defined as: 

 j W
c

T W

V
CP

V V
=

−
 (17) 

The motivation of the compactness calculation is originally 
from the Fisher’s multi-class discriminant [40]. Its value is 
large when all pixels of various classes uniformly distributed 
over the entire image. Otherwise, its value tends to be small. 

2) Continuity 

Objects normally appear to be continuous individuals over 
space. Spatial continuity is a powerful determinant of object 
persistence. Boundary information is a visual feature that can 
indicate the object continuity. Accordingly, this paper 
measures continuity based on gradients. Given a component c  
in the j th filter response map, its continuity is calculated by: 

 2 2[ ( | ) ( ) ( ) ]
j j

j j i i
c ii

i i

f f
CT p c f

x y

∂ ∂
= +

∂ ∂∑  (18) 

As shown in Fig. 3, CT tends to be small when pixels belonging 
to its corresponding component are spatially continuous.  

3) Center bias 

Generally speaking, objects closer to the center are more 
likely to attract human attention. Center bias is an effective 
factor to detect visual saliency. We compute the center bias of a 
component c  in the j th filter response map as follows: 

 
2 2

( , ) ( , )
ˆ ˆ[ ( | ) ( ) ( ) ] ( | )

i i i i

j

c

j j

i i i ix y x y

CB

p c f x x y y p c f

=

• − + −∑ ∑
(19) 

Fig. 3 displays an example where six components and their 
associated three objectness measures are indicated. 

 
Fig. 3 An example showing six GMM components and the associated three 
objectness measurements. In the first column, the top image is the original 
image and the bottom image is the corresponding response to a filter. In other 
columns, six images show various objects formed by various components with 
their compactness (CP), continuity (CT), and center bias (CB). 

After the above three objectness measurements are obtained, 
the objectness probability of a pixel can be derived by the 
probabilistic combination of objectness measurement of every 
component in every filter response map as follows: 

 
147

11

1
( 1| ) ( 1| )j

i i i i
j

p o p o f
Z =

= = =∑F  (20) 

Here, 1Z  is a normalizer. As mentioned, our approach tends to 

use the objectness of components to indicate the objectness of a 

pixel. Following this idea, ( 1| )j

i ip o f=  can be estimated as: 

 
1

( 1| ) ( 1| ) ( | )
M

j j

i i i i
c

p o f p o c p c f
=

= = =∑  (21) 

( 1| )ip o c=  represents the likelihood of a component forming 

an object. According to those three objectness measurements, it 
can be formalized as an exponential distribution: 

 

2 2 2

2

2

1
( 1| ) exp( )

j j j

c c c
i

CP CT CB
p o c

Z λ
+ +

= = −  (22) 

147 147 147
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,   ,   
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c c cM M M

j j j
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j c j c j c

CP CT CB
CP CT CB

CP CT CB
− = − = − =

= = =
∑∑ ∑∑ ∑∑

(23) 

Here, 2Z  is a normalizer and the parameter λ  can be regarded 

as a scale controller. It controls the shape of exponential 
functions and thus implies the importance of objectness 
measurements to the overall saliency detection. Fig. 4 displays 
the impact of λ  on saliency maps. As can be seen from the 
figure, the results obtained by using a very small value of λ  
generally distribute quite compactly, whereas they cannot form 
a whole object. In contrast, results obtained by using too large a 
value of λ  may contain redundant points from background. 



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

6

This paper empirically determines an optimal value for λ , 
which will be described in the later experiment section. 

The overall objectness probability is computed as follows: 

1 2

2 2 2
2147

2
21 1

1

1
( 1| )

( | , )
[exp( ) ]

( | , )

i i

j j j jM
c c c c i c c

M
jj c

c i c c
c

p o
Z Z

CP CT CB N f

N f

π µ σ
λ π µ σ= =

=

= =

+ +
− ⋅∑∑

∑

F

 (24) 

Substantively, the calculation of the objectness probability 
comprises the selection procedure of filter response map and 
component, which leads to the discovery of a subset of 
appropriate feature spaces to compose salient objects. 

 
Fig. 4 Examples illustrating the impact of λ  on saliency maps. The first 
column shows original images and the second to the eleventh column show the 
corresponding saliency maps generated by setting λ  to values from 0.1 to 1. 

IV.  SALIENT OBJECT DETECTION 

The last step in the saliency detection framework is to detect 
salient objects based on the saliency map. Although a few 
efforts [2, 12, 23] have attempted to segment accurate object 
boundaries, they are not robust to complicated images with 
cluttered background. Most other approaches simply found 
bounding boxes that can cover most of salient points based on 
further analyzing the saliency map. This detection strategy is 
also utilized by the proposed framework. 

Luo et al. [30] presented an efficient algorithm that predicts 
bounding boxes with maximum saliency density (MSD). It 
formulated the problem as follows. Given an image IM  and 
the corresponding saliency map S , the objective is to find a 
sub-image W  to locate area of maximum saliency density 
where ⊆W IM . This can be mathematically formalized as: 

 * arg max ( )h
⊆

=
W I

W W  (25) 

 ( , ) ( , )

( , )

( , ) ( , )
( )

( , ) ( )
x y x y

x y

S x y S x y
h

S x y D Area
∈ ∈

∈

= +
+

∑ ∑
∑

W W

I

W
W

 (26) 

where *W  is the optimal sub-window and D  is a positive 
constant to balance the area of W . In spite of good 
performance reported in [30], it has a drawback that the value 
the free parameter D  has to be determined empirically, which 
consists of a tedious procedure of parameter tuning. This may 
reduce the generality of the algorithm. Alternatively, this paper 
proposes an elegant algorithm which removes this parameter 
while achieving comparable performance. We tend to solve the 
problem by presenting an alternative objective function below: 

 ( , ) ( , )

( , )
( , )

( , ) ( , )
( )

( , ) ( , )

x y x y

x y
x y

S x y S x y
h

S x y S x y

∈ ∈

∈ ∈

= −
∑ ∑
∑ ∑

W W

I
I

W  (27) 

Here, ( , ) max( ( , )) ( , )S x y S x y S x y= − , which represents the 

impact of background pixels. The first term in ( )h W  ensures 

that W  contains more salient points in a similar manner to [30]. 
The second term ensures that W  contains fewer background 
pixels. The maximization of these two terms simultaneously 
can achieve good performance. Afterwards, the optimization of 
the objective function follows the branch-and-bound search 
method described by [45, 30]. The basic idea of the 
optimization [45, 30] is to hierarchically split the set of all 
possible rectangles into disjoint subsets. An upper bound is 
calculated based on the objective function for each candidate 
rectangle set. The next search over candidate rectangle sets 
works in a best-first manner, which preferentially examines the 
most promising candidate in terms of its upper bound. The 
search is terminated when the most promising candidate 
contains only a single rectangle, which guarantees that a global 
maximum can be achieved. The branch-and-bound search 
avoids the extensive search in a large number of rectangle 
candidates whose upper bounds tell that they are not promising. 
Therefore, comparing with the exhaustive search, it can find the 
optimal solution with the less cost. 

V. EXPERIMENTAL RESULTS 

We construct experiments to demonstrate the performance 
of the proposed framework, which mainly includes 1) 
evaluation of the proposed saliency map and comparison with 
state-of-the-art algorithms; 2) evaluation of the scheme of 
sparse code learning from eye-fixation patches; 3) evaluation 
of the proposed salient object detection algorithm. 

A. Experimental settings 

In this paper, two publicly available benchmark datasets 
called MSRA dataset [18, 23] and Bruce dataset [24] are used 
for evaluations. The first dataset consists of 1,000 images with 
manually labeled ground truth [18, 23]. To our best knowledge, 
this dataset may be one of the largest test sets for saliency 
detection whose ground truth is in the form of manually labeled 
accurate object-contours instead of rough bounding boxes as in 
[18]. The benchmark dataset has been widely utilized by a 
variety of up-to-date saliency detection approaches to test their 
performance such as [18], [23], [17], [20], [29], and [26]. 
Details of this benchmark dataset can be found in [23] and [18]. 
The second dataset is an eye-fixation dataset provided by [24]. 
It consists of 120 images with ground truth generated by eye 
tracking data from 20 different subjects. 

Following [13], [15], [17], [19], [21], [23-24], [26-27], [29], 
and [31-32], Receive Operator Characteristic (ROC) curves 
and the areas under ROC (AUC) are used as the metrics to 
quantitatively measure the performance. ROC and AUC are 
generated by classifying the pixels in a saliency map into 
salience or non-salience by varying the quantization threshold 
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within the range [0, 255]. The resulting false positive rate 
versus hit rate at each threshold value forms the ROC curve. 

B. Evaluation of the saliency map 

1) Parameters and components analysis of the proposed 
model 

In this section, we analyze the effect of parameters and 
components of the proposed model. The evaluations were 
performed on the MSRA dataset. In our model, the scale 
parameter λ  is a free parameter. The estimation of λ  in 
principle is a non-trivial problem. This paper estimated it 
empirically. We generated the saliency map using the proposed 
approaches by varying λ  between 0.1 and 1.0. Fig. 5 
illustrates AUCs associated with different values of λ .  

 
Fig. 5 The AUC with different λ  values. 

As can be seen, the proposed algorithm is reasonably 
sensitive to λ  and setting λ  between 0.2 and 1.0 can yield 
generally similar accuracy. In our implementation, λ  was 
fixed at 0.3. Another free parameter in our model is the number 
M  of components in the GMM model. In the current 
implementation, M  was set to 6 empirically and we 
additionally found setting M  to the value between 3 and 5 did 
not degrade the performance significantly in the experiments. It 
is worth mentioning that the proposed algorithm works well on 
all 1,000 test images using a fixed set of parameter values and 
without any parameter tuning on individual images, which 
indicates the robustness of the algorithm. 

In our model, rarity probability and objectness probability 
are two major factors. Objectness probability further relies on 
three components: compactness, continuity, and center bias. To 
test the effect of each component, we quantitatively calculated 
the saliency detection performance by using rarity probability 
only and using rarity probability combined with each individual 
objectness component, respectively. Fig. 6 illustrates the AUCs 
associated with each combination, where “R” indicates the use 
of rarity probability only, and “R+CP”, “R+CT”, and “R+CB” 
indicate the combination of rarity probability and compactness, 
continuity, and center bias, respectively, and “R+All” indicates 
the combination of rarity probability and all three components. 
It is easy to observe that the integration of objectness 
measurement is certain to benefit saliency detection 
significantly, which obtains the improvement of 0.085 (8.5%) 
in terms of AUC. The components of compactness and center 
bias basically contribute to our model equally. The component 
of continuity contributes less than other two components. The 
integration of rarity probability and objectness probability with 
all three components achieves the best performance. 

 
Fig. 6 Quantitative evaluation of effect of each component to the proposed 
model in terms of AUCs. 

2) Comparisons with state-of-the-art approaches on 
benchmark databases 

To demonstrate the effectiveness of the proposed algorithm 
in yielding the saliency map, we compared it with 18 
state-of-the-art approaches. These approaches are selected for 
comparison mainly because 1) they were published in recent a 
few years; 2) they were published in major computer 
vision/machine learning conferences or journals, for example 
CVPR, ICCV, NIPS, and IEEE PAMI; 3) their source codes or 
executable codes and parameter settings were provided by the 
authors themselves. The selected 18 state-of-the-art approaches 
are AWS [41], FSDA [33], FT [23], GBVS [31], HC [47], ICL 
[25], IM [24], IS [34], ITTI [10], MSS [42], PWHL [19], RC 
[47], SDSR [15], SER [27], SIM [32], SR [21], SRDS [12], and 
SUN [26]. Notice that CA [29] is also a good saliency detection 
approach. However, it mainly aims to extract salient locations 
and meaningful context. Most other methods including ours are 
to detect salient locations only. In addition, there lacks an 
appropriate database to fairly compare these two different types 
of approaches so far. Therefore, we did not compare our 
method with CA in this paper. 

Generally, the quality of saliency computation relies on 
image content. In [29], Goferman et al. categorized image 
content into three cases: single salient object over uninteresting 
background, salient object over salient context, and images of 
complex scenes. Since this paper does not aim for extracting 
context of salient objects, we basically consider two cases: one 
obvious salient object over “clean” backgrounds and images of 
complex scenes, which have multiple salient objects with small 
size, complex appearance, and complex background. Images of 
the MSRA dataset basically correspond to the first case and 
images of the Bruce dataset correspond to the second case. 
Therefore, we evaluate the saliency detection algorithms on 
these two datasets, respectively. Fig. 7 displays a number of 
results generated by the proposed method and other 
state-of-the-art algorithms. From the left to the right, the first 
six examples were from the MSRA dataset and the rest four of 
examples were from the Bruce dataset. The subjective 
evaluations by comparing with the ground truth suggest that the 
proposed method can yield saliency maps correctly and 
robustly in both cases. Our saliency detector generally can 
produce saliency maps with full resolution and be used to 
segment salient objects with well-defined boundary. 



Copyright (c) 2013 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

8

The first quantitative comparison was performed on the 
MSRA dataset. Fig. 8 shows the ROC curves and Fig. 9 lists 
AUCs of various approaches. Cheng et al. [47] proposed two 
excellent approaches called HC and RC. Especially, the RC 
algorithm incorporates image segmentation techniques into the 
contrast measurement, which can improve the performance. As 
can be seen from comparison results, our method is slightly 
worse than RC while outperforming other 17 algorithms in 
terms of AUC. The AUC difference between our method and 
the RC is about 0.018 (1.8%). One possible interpretation is 
that the image segmentation used in RC works remarkably on 
the MSRA data that contains a simple salient object and clean 
backgrounds. This point was also mentioned by [46]. It is 
interesting to observe that the ROC curve of the proposed work 
intersects with the curve of GBVS. Comparing with GBVS, our 
method shows higher accuracy for low false rates (<0.25). This 
is because our detected salient pixels fall well in true salient 
regions, have near uniform values, and form accurate boundary, 
but sometimes do not cover the entire object. In contrast, 
although the detected salient pixels of GBVS are not very 
accurate and do not have uniform values within salient regions, 
they can cover the entire object. In most cases, salient regions 
detected by GBVS are larger than the true objects. Therefore, it 
detects more true salient pixels when false rates become higher. 
However, in terms of AUC that quantifies the average quality 
of saliency maps, our method is better than GBVS. 

Another quantitative comparison was performed on the 
Bruce dataset. Fig. 10 shows the ROC curves and Fig. 11 lists 
AUCs of various approaches. It can be seen that the proposed 
approach is better than 18 existing approaches. Especially, our 
method outperforms RC [47] by 0.09 (9%) in terms of AUC. 
RC performs much worse on the Bruce database compared with 
the MSRA database. As pointed out in [46], the major 
explanation is that image content of the Bruce database 
basically is much more complex and image segmentation 
algorithm may fail for this case, which results in the significant 
decrease of its performance. However, since our method adopts 
features sparsely coded using eye fixation data which embody 
rich information and generic objectness rules that do not rely on 
image segmentation, it achieves good performance in both 
databases. In summary, our evaluations and comparisons on 
two benchmark databases have demonstrated that the proposed 
model works effectively on images with simple content and 
images with relatively complex content. 

The average time costs taken by various algorithms are listed 
on Table 1. It was estimated based on computing saliency maps 
of 100 randomly selected images from the MSRA database 
with the resolution of 400×300. All algorithms were tested on a 
24-core Lenovo Server with Intel Xeon CPU of 2.8 GHz. As 
can be seen, our algorithm has moderate computational cost. 
3) Comparisons with state-of-the-art approaches on 
categorized images 

In the last subsection, we categorized image content in terms 
of the complexity of salient objects and images. It is also 

interesting to define image content in terms of semantic 
category and measure the performance of various approaches 
in each image category. To setup the experiment environment, 
we asked three participants to manually categorize 1,000 
images of the MSRA dataset into 12 semantic classes according 
to image content, which are traffic sign, car, animal, fruit, 
flower, egg, building, human, dessert, leaf, toy, and others. 
Every category contains several tens of images. 

Fig. 12 displays a few samples of each category. Table 2 lists 
the AUCs achieved by various approaches in different image 
categories. As can be seen, some approaches such as RC and 
our method can generally obtain consistent good performance 
in all categories, whereas the performance of some other 
methods for example, IM, SER, and SIM, appears to be 
inconsistent across categories. 

C. Evaluation of sparse code learning scheme 

This experiment evaluates the performance of the scheme for 
learning sparse codes from eye-fixation patches by comparing 
it against the commonly used scheme for learning sparse codes 
from random image patches. The fixation-based training set 
consists of a large number of selected eye-fixation patches from 
1,003 images in the eye tracking database [19]. In addition, 
more than 200,000 random patches from the same database 
were collected to form another training set. These two training 
sets were applied to learn sparse codes respectively, and 
comparison results are shown in Fig. 13 (subjective evaluations) 
and Fig. 14 (quantitative evaluations). The results demonstrate 
that the proposed learning scheme is effective. 

As explained in section II, sparse codes learned from 
eye-tracking data are expected to be able to find particular 
image features or attributes that are more likely to attract the 
viewers’ attention. This essentially account for the observation 
that our proposed approach can achieve a better saliency map 
compared with the approach of learning sparse codes using 
random patches. An experiment was constructed to 
quantitatively demonstrate this point. Since our sparse codes 
were trained using the MIT eye tracking benchmark database 
[19], we utilized the MSRA benchmark database [18, 23] as the 
test data for the purpose of cross-validation. At first, all salient 
pixels were collected from the saliency ground truth of 1,000 
images [23]. Afterwards, for each salient pixel, we yielded a 
quantized histogram to approximate the probability 

distribution of its responses to filters (jif  in Eq. (2)) derived 

from the learned sparse codes. Finally, the Shannon Entropy is 
calculated based on the histogram as: 

logi ii
H p p= −∑        (28) 

Here, ip  indicates the probability of the i th bin in the 

histogram. In this way, we can obtain the mean entropy of all 
salient pixels. For the purpose of comparison, we computed the 
average entropy corresponding to sparse codes learned from 
eye-tracking data and random patches, respectively.  
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Fig. 7 A number of comparison results of 18 state-of-the-art approaches, ours, and the ground truth.

Their values are 6.78 and 6.08, respectively. A larger entropy 
generally indicates its uncertainty is higher. In our case, it also 
implies that more learned sparse codes are sensitive to 
particular features of attentive objects. Compared with the 

scheme of learning sparse codes with random patches, the 
proposed scheme of learning sparse codes with eye-tracking 
can achieve around an 11% improvement in entropy averagely, 
which demonstrates the sparse codes learned from eye-fixation 
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patches are more appropriate for accounting for particular 
features that are more likely to attract human attention. 

 
Fig. 8 Saliency map quantitative comparison of the proposed algorithm with 
18 state-of-the-art approaches using ROC curves on the MSRA dataset. 

 

Fig. 9 Saliency map quantitative comparison of the proposed algorithm with 
18 state-of-art approaches using AUC on the MSRA dataset. 

D. Evaluation of salient object detection 

In order to demonstrate the effectiveness of the adaptive 
approach for salient object detection proposed in section V, we 
compared it with [30] on saliency maps generated by using the 
proposed work. All 1000 images from [18] were used as the test 
dataset. Its ground truth, which labels detected results using 
bounding boxes, was provided by MSRA [18]. Similar to [30], 
given the rectangle-like binary mask aG  detected by the 

algorithm and the binary mask gG  by the ground truth, the 

precision, recall, and F-measure were applied to calculate the 
performance, which are defined as: 

 a g

a

G G
precision

G

×
= ∑

∑
, a g

g

G G
recall

G

×
= ∑

∑
 (29) 

 
(1 ) precision recall

F measure
precision recall

β
β
+ × ×− =

× +
 (30) 

Our implementation takes 0.5β =  as suggested by [30]. 

Our experiments followed all settings in [30] to empirically 
determine the value of D . Fig. 15 illustrates the relationships 
between D  and the F-measure based on our test dataset and 
using the proposed saliency map. As can be seen from Fig. 15, 

1.1D =  leads to the best performance. Accordingly, when we 
compared the proposed algorithm with MSD [30], we set 

1.1D = . Fig. 16 displays some sample results of the 
comparison. Our method performs better than [30] on the first 
five examples (from the left to the right) and worse on the last 
three examples. We also have done quantitative comparison 
evaluations on our test dataset. The F-measure values of the 
proposed algorithm and MSD [30] are 0.84 and 0.83, 
respectively. As can be seen from the comparison results, the 
proposed algorithm can slightly improve on the performance of 
the MSD algorithm [30]. More importantly, the proposed 
algorithm can eliminate the free parameter D  in MSD and 
remove the tedious procedure of parameter tuning. 

 
Fig. 10 Saliency map quantitative comparison of the proposed algorithm with 
18 state-of-art approaches using ROC on the Bruce dataset. 

 

Fig. 11 Saliency map quantitative comparison of the proposed algorithm with 
18 state-of-art approaches using AUC on the Bruce dataset. 

VI.  CONCLUSIONS 

In this paper, we have reported a probabilistic framework for 
visual saliency detection using sparse coding representations. 
Two key contributions that distinguish the proposed work from 
most previous works are summarized as follows: 1) A 
probabilistic formalization is developed to integrate 
appearance rarity and objectness likelihood. Three generic 
measurements are proposed to estimate the objectness 
likelihood; 2) Sparse codes are learned from eye-fixation 
patches instead of randomly selected patches. Comprehensive 
evaluations and comparisons with 18 state-of-the-art methods 
on publicly available benchmark datasets have demonstrated 
the effectiveness of the proposed framework. 
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Fig. 12 Samples from various image categories. 

TABLE 1  
AVERAGE TIME TAKEN TO COMPUTE A SALIENCY MAP USING VARIOUS APPROACHES 

 

TABLE 2  
AUCs ACHIEVED BY VARIOUS APPROACHES IN DIFFERENT IMAGE CATEGORIES 

 
 
In our current algorithm, inferring GMMs for each of 147 

filter responses took most of computation time. One extension 
to this work is to selectively build GMMs for useful filter 
responses when generating the saliency map. This should 
reduce computational complexity. Another potential future 
work is to incorporate reliable semantic-based object detectors 
into the proposed work, which is presumed to improve the 
performance. In addition, we intend to apply the outcome of 
our work, which automatically predicts locations of interest of 
human perception to improve the performance of many current 
challenging problems like image object segmentation, image 
object retrieval and browsing, and image object categorization. 

 
Fig. 13 A number of examples obtained by two different schemes for learning 
sparse codes. The top row shows the results based on sparse codes learned 
from eye-fixation patches with varying λ  from 0.1 to 1, while the bottom row 
is the results based on sparse codes learned from random patches. 
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Fig. 14 The AUC comparisons of two different schemes of learning sparse 
codes by varying λ  from 0.1 to 1. 

 
Fig. 15 Evaluation D  value on our test dataset. The x-coordinate is D  value 

measured in unit 410 ImageSize×  and the y-coordinate is F-measure.

 
Fig. 16 Some comparison samples. In each result, the red rectangle is detected results by our method, the blue one is detected results by using MSD [30], and the 
green rectangle is the ground truth. 
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