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Abstract

Emerging parallel processing and increased flexibility during the acquisition of cognitive skills form
a combination that is hard to reconcile with rule-based models that often produce brittle behavior.
Rule-based models can exhibit these properties by adhering to 2 principles: that the model gradually
learns task-specific rules from instructions and experience, and that bottom-up processing is used when-
ever possible. In a model of learning perfect time-sharing in dual tasks (Schumacher et al., 2001),
speedup learning and bottom-up activation of instructions can explain parallel behavior. In a model of a
complex dynamic task (Carnegie Mellon University Aegis Simulation Program [CMU-ASP], Anderson
et al., 2004), parallel behavior is explained by the transition from serially organized instructions to rules
that are activated by both top-down (goal-driven) and bottom-up (perceptually driven) factors. Parallel-
ism lets the model opportunistically reorder instructions, leading to the gradual emergence of new task
strategies.
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1. Introduction

Rules and production systems are a popular choice of representation in modeling human
cognition and have been widely successful in providing accurate and insightful accounts of hu-
man reasoning. However, such models have also been widely criticized. A first criticism is that
models based on rules already have all the knowledge needed to solve the problem or do the
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task (e.g., Dreyfus & Dreyfus, 1986; Rumelhart & McClelland, 1986). According to these crit-
ics, rule-based models may exhibit human-like performance on tasks, but fail with respect to
their ability to offer an explanation of how such knowledge is acquired. For example, in a typi-
cal psychology experiment the participants are given instructions. Just on the basis of these in-
structions people are typically capable of doing the task. It requires quite a leap of faith to as-
sume that instructions are automatically translated into rules. Many problems usually
associated with insight problem solving also require the problem solver to go beyond what is
stated in instructions, for example, by restructuring the problem. Another aspect of acquiring a
task on the basis of instructions, which is hard to reconcile with the assumption that rules are
learned directly from them, is that, although people can often perform the task based just on the
instructions, they are typically slow initially and make many errors.

A second, related criticism of rule-based models is their “brittleness” (e.g., Holland, 1986):
their behavior is limited to what their rules let them do. This may mean that if the model must
perform a task that is similar, but not identical, to the original task, it may not work at all. This
is an especially problematic issue when a model must operate in the real world, for example, in
a robot or an information-foraging agent on the Web where unexpected situations can occur
that are not covered by its rules. But brittle models also fall short of accounting for the flexibil-
ity and fine details of human behavior. The problem of brittleness has often been used as an ar-
gument against rule-based models as a viable approach to modeling human performance. For
example, neural network models (e.g., Rumelhart & McClelland, 1986) can structure them-
selves on the basis of experience and need little knowledge at the outset. They can also adapt
themselves surprisingly well to new situations, avoiding the brittleness problem. However,
within this framework it is hard to model situations in which there is prior knowledge or a set of
instructions to carry out.

We present an alternative view to problems with traditional rule-based models: It is not
the rule representation itself that is problematic, but certain assumptions behind many
rule-based models. Two assumptions in particular will be challenged in this article. The first
is that, when participants in an experiment are given a new task, they almost immediately
have access to a set of task-specific rules to perform it (the instruction assumption). Al-
though this assumption is quite unreasonable, there are nevertheless many models that make
it. As an alternative, following our earlier work (Taatgen & Lee, 2003), we employ models
that gradually learn their rules during task performance on the basis of the instructions and
background knowledge.

The second assumption of many rule-based models is that task representations are strictly
hierarchical (i.e., Card, Moran, & Newell, 1983). The idea behind hierarchical task decompo-
sition is that the task is decomposed into subtasks, each of which can be further decomposed
into either deeper subtasks or sequences of primitive steps. Hierarchical task decomposition is
based on sound software engineering principles and has been successful in describing task per-
formance at higher levels, but it leads to brittleness at the finer levels of detail. The reason is
that a strict hierarchical model enforces pure top-down control. Regardless of the situation in
the world, the model follows its plan, even if it no longer makes sense given the context. Al-
though brittleness can become evident in many ways, we focus on a category where it is partic-
ularly evident: multitasking situations, which can occur when either two or more tasks have to
be done in parallel, or when different steps in a single task can partially or completely overlap
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in time (within-task multitasking). Such situations are particularly hard to model from a purely
top-down perspective, because it assumes that it is possible to schedule all the components in
the subtasks ahead of time. The alternative to top-down control is bottom-up control. Here the
input from the environment is in full control. This approach is obviously not viable for all tasks
because many require some form of internal state representation. To stress that a model should
have as much bottom-up control as possible, we introduce the minimal control principle,
which posits that humans strive for a strategy with a minimal number of control states. A con-
trol state marks where the strategy is in the task execution. In a fully hierarchical task represen-
tation every step in the process has its own control state, marking exactly where in the hierar-
chy the strategy is at that time. The disadvantage is that a fully flexible strategy should be able
to address any possible event in any possible control state. The more control states there are,
the larger the danger that there is some combination of a control state and an event that the
strategy cannot handle, leading to brittle behavior. A strategy with a minimum number of con-
trol states produces a combination of top-down and bottom-up control, where the former is
only used when needed, which is the case when two different situations cannot be distin-
guished on the basis of information that is available through bottom-up processes.

The general framework within which we develop these ideas involves the acquisition of
skills in dynamic tasks in which timing and interaction with the outside world play an impor-
tant role. This is a suitable domain for criticizing some conventional assumptions underlying
rule systems, as well as for testing the adequacy of our own rule-based models. Skill acquisi-
tion has always been an important topic in cognitive modeling research, but the focus has been
mainly on explaining speed improvements (e.g., Anderson, 1982; Logan, 1988; Newell &
Rosenbloom, 1981; Taatgen & Lee, 2003). Another characteristic of a skill at the expert level
that usually is not modeled is the reduced demand on attention. The classical example is that of
a skilled driver having a conversation with his or her passenger, which is very hard for a novice
driver. Various researchers have constructed cognitive models that can explain this ability to do
things in parallel (Byrne & Anderson, 2001b; Freed, Matessa, Remington, & Vera, 2003; Gray,
John, & Atwood, 1993; Meyer & Kieras, 1997), but these are expert models that do not learn
and therefore rely, in some sense, on the instruction assumption. All of these models agree on
the fact that parallel behavior can be achieved by the appropriate parallelization and interleav-
ing of cognitive, perceptual, and motor actions, although there is still debate on whether cogni-
tive actions can be carried out in parallel.

The goal of this article is to show how models of acquiring dynamic skills from instructions
can make a start on the instruction and brittleness problems. The models are outfitted with
task-general production rules that can operate instructions stored more or less literally. A rela-
tively slow learning process then transfers the literary representation of the instructions into
task-specific rules. We show that models with fewer control states, following the minimal con-
trol principle, produce more flexible skills and give a better account of the human data.

We first review some existing models of both skill acquisition and expert-level dual tasking.
We then proceed to explain the model of a set of dual-tasking experiments by Schumacher et
al. (2001), in which participants achieve perfect time-sharing between two simple tasks, along
with the relevant aspects of the Adaptive Control of Thought—Rational (ACT—R) architecture
(Anderson et al., 2004). We will see that the model of dual tasking learns a pure bottom-up
strategy that translates into a model with just one control state. We then present a second model
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of a complex dynamic task, Carnegie Mellon University Aegis Simulation Program
(CMU-ASP; Anderson et al, 2004), in which participants classify airplanes on a radar screen.
This task has many opportunities for within-task multitasking and the usage of different strate-
gies that can only be brought to bear if the task representation is sufficiently loose to allow ex-
ploration of these opportunities. Although this task needs at least some control states, the
model presented here drastically reduces the number that would be required by a top-down
model.

1.1. Cognitive models of skill acquisition

Skill acquisition involves progressing from slow, deliberate processing to fast, automated
processing. Many models of skill acquisition assume that, by performing a task, learning pro-
cesses transform the initial representation of the task into increasingly efficient representa-
tions. One of the first models proposed by Anderson (1982), based on Fitts’s (1964)
three-stage theory of skill acquisition, assumes that knowledge for a new skill is initially stored
as declarative knowledge, using a simple propositional representation. Each declarative ele-
ment is a symbol with labeled references to other elements. For example, the fact 3 + 4 =7 is
represented by a symbol with references to “addition,” “3,” “4,” and *“7.” Declarative memory
can also be used to store a set of instructions. An example is a declarative instruction for a rec-
ipe, such as making tea: Put water in kettle, put water on stove until it boils, put tea leaves in
teapot, pour boiling water in teapot, and wait 3 to 5 min. These five instructions for making tea
can be stored almost literally in declarative memory. The simplicity of the representation ex-
plains why this is the starting point for a new skill: Declarative items of knowledge can be
added as single items to memory. The disadvantage of declarative representations is that they
cannot act by themselves; instead they need, according to Anderson’s theory, production rules
to be retrieved from memory and interpreted. This explains why initially processing is slow,
because the declarative representations must be retrieved before they can be carried out, and it
is prone to errors because the right declarative fact might not be retrieved at the right time. An-
other reason may be that initial knowledge is insufficient, so explicit reasoning is necessary to
fill in the gaps. Finally, if declarative instructions are retrieved one at a time, it is often impossi-
ble to notice the potential for multitasking. In the tea recipe example, it would make sense to
put the leaves in the teapot while you are waiting for the water to boil. A strict linear interpreter
of the instructions would miss such an opportunity. While the model is processing declarative
knowledge, several learning mechanisms start to gradually transform the declarative knowl-
edge into production rules. In Anderson’s (1982) original ACT* theory this was a set of mech-
anisms: proceduralization, composition, specialization, and generalization. One disadvantage
of this theory was that these mechanisms together produced rules at such a rate that they could
not be properly evaluated. This ACT-R is much more tractable because it has only one
rule-learning mechanism, compilation, which we will discuss later. Once knowledge is trans-
formed into a procedural representation, it is more efficient to use, because the inefficient re-
trieval step can be skipped.

Optimizing future efficiency on the basis of experience is the focus of two other learning
models, chunking (Newell & Rosenbloom, 1981) and instance theory (Logan, 1988).
Chunking, the learning mechanism employed by the SOAR cognitive architecture (Newell,
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1990), learns new production rules, not from declarative knowledge, as in Anderson’s theory
(1982), but from a problem-solving trace that started with an impasse. The general idea is that
novices begin with general problem-solving skills and domain knowledge, but not with appro-
priate rules to solve the problem right away. The novice uses these general skills to solve the
problem, leading to search and slow performance. The chunking mechanism learns new pro-
duction rules on the basis of these problem-solving attempts. These new rules can be used on
future occasions where the same or a similar problem is encountered. A related model is pro-
vided by Logan’s (1988) instance theory, which assumes two competing strategies for solving
a problem: a general algorithm and a retrieval process. The algorithm is capable of solving the
problem, in principle, but will take substantial time. An example is to solve an alphabet arith-
metic equation such as F' +4 = ? by counting four steps from F. Once the algorithm has solved a
certain problem, the answer (e.g., F' + 4 = J) is stored in memory. On future occasions the re-
trieval process tries to retrieve these past answers, called instances in Logan’s theory. If F'+ 4
=7 is presented again, the algorithm and the retrieval process simultaneously try to find the an-
swer, and the strategy that finishes first wins the competition.

Our own previous work (Taatgen & Lee, 2002) concerns skill acquisition in ACT-R and
also used the idea of gradually transforming declarative into procedural knowledge. In a model
of the Kanfer—Ackermann Air Traffic Controller task (Ackerman, 1988), we demonstrated
how an ACT-R model can learn the task from instructions. The model matched the experimen-
tal results on a global level (score per trial) and intermediate level (time per unit task), but it
could not capture performance at the level of individual keystrokes. The problem was that
landing each plane required some planning (determining which plane had to be directed to
what runway) and then execution through a series of keystrokes. Participants in the experi-
ments were perfectly capable of interleaving planning and execution, but the model could not,
due to its hierarchical representation of the task.

Despite differences in representation and mechanisms, all four models share global similar-
ities. In each case there is a transition from general task-independent methods to knowledge
representations that are tailored to the task on the basis of experience. All four models produce
a speedup in performance and a reduction in errors, as far as they are modeled, but they differ in
whether and how they address other aspects of automaticity.

1.2. Models of parallel behavior

There are several theories on how multiple tasks can be carried out at the same time, but they
share the same basic idea that the cognitive system consists of several modules that can each op-
erate asynchronously and independently from each other. An early version of this ideais found in
CPM-GOMS (Gray et al., 1993), which assumes that cognitive, perception, and motor actions
aredonein parallel, although within each modality actions are serial. This ideais also the founda-
tion of the Executive-Process Interactive Control (EPIC; Meyer & Kieras, 1997) architecture,
except that EPIC assumes that cognitive steps can be executed in parallel. Parallelization of be-
havior in these theories is a matter of optimizing the schedule of actions in all these modules. The
APEX architecture (Freed et al., 2003) actually uses an algorithm to derive an optimal schedule.
The peripheral modules of EPIC have been adopted into the ACT-R architecture (Byrne & An-
derson, 2001b), but ACT-R continues to assume that central cognition is serial.
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Parallel behavior is often studied in dual-task experimental paradigms. The dominant exper-
imental paradigm is the psychological refractory period experiment (e.g., Pashler, 1994), in
which participants do two tasks at the same time, but with the instruction to give priority to one
task. The typical finding is that performance on the second task is slower than when the second
task would have been carried out alone, indicating a cost of having to do both tasks at the same
time. Schumacher et al. (2001) argued that this cost of doing two tasks at the same time may be
an artifact of the priority given to one task. As a consequence, participants might postpone their
response on the second task to make sure it is not made before the response on Task 1. To test
this idea they asked participants to do two tasks in parallel with no order restrictions: a vi-
sual-manual task, in which a visual stimulus required a certain motor response, and an au-
ral-vocal task, in which an aural stimulus required a certain vocal response. Both stimuli ap-
peared at the same time, and the participant was instructed to react as fast as possible on both
tasks. Schumacher et al. found that, given sufficient training, participants achieved perfect
time-sharing, enabling them to do both tasks as fast as they would each task separately.

It is important to note that the usefulness of parallel processing is not restricted to multitask
contexts. In many single tasks, such as the making-the-tea example, one can do several steps in
parallel, and explaining this poses the same sort of questions as multitasking paradigms.
Models that are based on parallel asynchronous modules have been quite successful in explain-
ing various dual-task effects, as well as applied tasks such as menu and icon search (e.g., Byrne
& Anderson, 2001a; Hornof & Kieras, 1997). The challenge is to explain how these efficient
models can be learned.

1.3. Models of learning parallel behavior

Althoughinstance theory does not deal with parallelism directly, it does account for why auto-
mated processes require less attention than controlled processes. According to Logan (1992), au-
tomation is characterized by diminishing attention requirements because, once attention is fo-
cused on a visual stimulus, the encoding and instance retrieval processes follow automatically
and do not require attention, as opposed to the general algorithm. Despite the fact that instance
theory sheds some light on the issue of attention, itis incomplete in the sense that it does not deal
with the control issues that arise in complex skills. Kieras, Meyer, Ballas, and Lauber (2000) have
such atheory, which posits five stages that the acquisition of multitasking must traverse, and they
illustrated most of these with EPIC models. The stages are derived from analogies with how oper-
ating systems schedule multiple processes. In Stage 0, preprocedural interpretative multitasking
(which they do not model), tasks are still encoded declaratively and must be retrieved and inter-
preted to be carried out. Stage 1 involves general hierarchical competitive multitasking, in which
ageneral executive controls which task carries outits actions. While one task is performing its ac-
tions, the other tasks are “locked out” and are not allowed to carry out any step. In Stages 2 to 4,
scheduling becomes increasingly more customized, eventually leading to a task-specific sched-
uler thatis tailored to the specific task and that interleaves steps optimally. Although Kieras et al.
specified the stages of learning, they did not provide alearning mechanism to accomplishit. Note
that some of the problems to be solved in the EPIC model are unique to its hypothesis that central
cognition is parallel, such as the need to “lock out” certain tasks. This implies that parallelism
must be prevented early in the acquisition of a skill, as opposed to being learned later.
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Chong and Laird (1997) modeled some aspects of learning dual tasking in their
EPIC-SOAR model. Combining the perceptual-motor capacities of EPIC and the prob-
lem-solving capacities of SOAR (Newell, 1990), they provided a model that learns to solve
conflicts in using resources. For example, if both tasks in a dual-task situation want to use the
visual system, SOAR uses its problem-solving architecture to resolve this conflict, and learns
new rules to avoid the conflict on future occasions.

Each of the three projects offers a partial solution to the learning problem. Logan’s (1988)
instance theory is consistent with the minimal control principle, because it reduces an algorith-
mic process with potentially many control states to an instance process with just one control
state. However, it is restricted to situations in which a skill can be performed by a single re-
trieval from memory. Kieras et al.’s (2000) solution has the potential to decrease the number of
control states, but lacks a learning mechanism. The EPIC-SOAR solution also cuts out some
control states by learning rules that serve as shortcuts for longer chains of problem solving, but
it is currently limited to solving resource conflicts.

2. A model of perfect time-sharing

This is our first example of a model that learns from instructions and uses the minimal con-
trol principle to achieve perfect time-sharing. We interleave the discussion of the model with
an explanation of the relevant parts of the ACT-R (Anderson et al., 2004) architecture in which
it is implemented.

Although ACT-R is in its roots a production system, it has evolved away from the classical
paradigm. The latest developments are strong connections to functional MRI data (e.g., Ander-
son, 2005, this issue), reduction of the expressive power of production rules to make them
more neurologically plausible, a more parsimonious mechanism for learning rules, and per-
ceptual and motor modules from EPIC that interact with the outside world. Also, some tradi-
tional components of production systems have been removed, such as the use of a goal stack,
because they produced predictions inconsistent with human data.

2.1. The central production system, modules, and buffers

ACT-R is designed to interact with software running the experiment or task. It can direct vi-
sual attention to a part of the screen and “see” what is there. Similarly, an ACT-R model can
initiate a motor action such as pressing a certain key, which is then transmitted to the experi-
mental program. This interaction with the world is carried out by specialized modules that
make their results available to buffers, which are also used to issue new commands to the mod-
ules, such as the initiation of a key stroke or eye movement. Fig. 1 illustrates this concept. At
the heart of this diagram is a production system. The rules collect their information not only
from the perceptual-motor buffers, but also from other internal buffers and modules. Only the
visual and the manual systems are depicted in the diagram, but ACT-R also implements an au-
ral and vocal system. To retrieve a certain fact from declarative memory, a request must be
made to declarative memory in the form of a partially completed pattern. The declarative mod-
ule then tries to complete the pattern, after which the result is placed back in the retrieval
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Fig. 1. Overview of the ACT-R architecture (adapted from Anderson et al., 2004).

buffer, where it can be matched and used by another rule. Another example is the visual sys-
tem: To attend to a location, the production system must make a request to the visual system
through the visual buffer. For our present discussion, the goal state buffer! is important, be-
cause it holds this control state. This means that the minimal control principle can be stated
very precisely: The model that is least susceptible to brittleness is the one with the fewest possi-
ble values in the goal state buffer.

Production rules in ACT-R serve a switchboard function, connecting certain information
patterns in the buffers to changes in buffer content, which in turn trigger operations in the cor-
responding modules. The advantage of this restricted power of rules is that modules can oper-
ate in parallel and relatively independent of each other. Behavior within a module is largely se-
rial. For instance, the declarative model can only retrieve one item at a time, and the visual
system can only focus its attention on one item in the visual field at a time. Timing within a
module is usually variable and depends on the module. The central production system can also
execute only one rule at a time, taking 50 msec per rule.

The perfect time-sharing experiments that are the topic of this section were reported by
Schumacher et al. (2001). Participants performed a visual-manual task and an aural-vocal task
concurrently. For the visual-manual task, a circle appeared in one of three horizontal locations
to which they made a spatially compatible response with their right hand, pressing their index,
middle, or ring finger to left, middle, or right locations. For the aural-vocal task, participants
were presented with tones that lasted 40 msec and were either 220 Hz, 880 Hz, or 3520 Hz, to
which they responded “one,” “two,” or “three.” The experiment consisted of homogeneous sin-
gle-task blocks, in which participants did just the visual-manual task or just the aural-vocal
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task, and mixed-trial blocks. The mixed-trial blocks consisted of dual-task trials, in which both
stimuli were presented simultaneously, and heterogeneous single-task trials, in which only one
of the two stimuli were presented. The participant would therefore never know whether just
one or both stimuli would be presented in a trial.

Byrne and Anderson (2001b) modeled this experiment at the level of expert behavior. In-
stead of presenting their model, we walk through the expert level of our own model, which is
almost identical. Fig. 2 gives a time diagram of the model’s execution. The left-hand side rep-
resents the moment that both stimuli are presented, and time progresses to the right. A block in
the diagram represents processing in one of the modules and arrows indicate dependencies be-
tween them.

1. First, the visual module notices that a new stimulus has appeared on the display. It re-
sponds to this by updating the visual buffer, noting that a new stimulus is in the visual
field, and giving its location. This ACT-R assumption is that this is instantaneous, so
there is no box in the diagram.

2. A production rule (compiled-attention-rule) notices the update in the visual buffer and
puts a request in the visual buffer to attend the new visual stimulus. At the same time the
aural module detects the tone and updates the aural buffer to indicate this.

3. A production rule (attend-aural) puts in a request to identify the tone that has been de-
tected by the aural module.

4. The visual module finishes the eye movement and encoding of the visual stimulus, hav-

ing found the pattern “O — —,” which it places in the visual buffer.
m
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Fig. 2. Time diagram of expert-level parallel behavior in the Schumacher et al. (2001) Experiment 1 according to
the ACT-R model. Arrows indicate dependencies between steps. Thin-bordered boxes represent steps in the vi-
sual-motor task and thick-bordered boxes in the aural-vocal task.
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5. A production rule (extract-index-finger) notices the “O — - pattern in the visual buffer
and puts in a request to press the index finger in the manual buffer.

6. The motor module notices the request in the manual buffer and starts initiating the key
press.

7. The aural module finally determines that the tone is a low pitch and places this informa-
tion in the aural buffer.

8. A production rule (low-pitch-rule) notices that a low pitch has been detected and puts a
request to say “One” into the vocal buffer.

9. The vocal module starts processing the request to say “One.”

10. When both the vocal and the module are done, the rule “Ready” terminates the trial.

In the timing diagram, the thin-bordered blocks are steps in the visual-manual task, whereas
the tick-bordered blocks are steps in the aural-vocal task. There are no gaps between blocks of
each of the two tasks, indicating that the time-sharing is perfect.

2.2. The role of declarative memory

Up to this point we have discussed the contributions of the perceptual-motor systems and
the central role of the rules. To explain how the highly specialized rules can be learned, two ad-
ditional components are needed: declarative memory and a mechanism to learn new rules from
its contents. Declarative memory holds information in a fairly literal form. It can be used to
store all kinds of knowledge, including facts (such as 3 + 4 = 7), old experiences (the light
switch in the closet is not operational), and instructions (boil water to make tea). Declarative
knowledge is passive: It is stored and will only be brought to bear if it is requested by a produc-
tion rule action. The process is similar to the interaction with the perceptual-motor systems: A
production rule issues a request to declarative memory for a certain fact by placing part of the
fact as a cue in the retrieval (declarative) buffer (i.e., 3 + 4 = ?, the light switch in the closet ?).
The declarative memory module then tries to complete the pattern. This completion attempt
fails if no matching memory is available or if the matching memory pattern has decayed too
much. The exact characteristics of declarative memory in ACT-R can be found in Anderson et
al. (2004). What is important for this discussion is that strong memories are recovered very
quickly from declarative memory, whereas weak memories are recovered more slowly or not at
all.

The assumption for the model of the Schumacher task (Schumacher et al., 2001) is that the
instructions are stored in the following declarative form:

1. Attend any aural stimulus.

2. Attend any visual stimulus.

3. Given an attended aural stimulus, retrieve and make a response for that stimulus.

4. Given an attended visual stimulus, determine and make a response for that stimulus.

The assumption in these instructions is that to process a stimulus, either visual or aural, it first
has to be attended, that is, the pitch of the tone or the identity of the visual stimulus must be de-
termined. This is taken care of by Instructions 1 and 2, whereas Instructions 3 and 4 prescribe
what should be done with a stimulus once it has been identified. For the aural stimulus, this re-
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quires retrieving a mapping from declarative memory (i.e., low-pitch maps onto “one”) and
then giving that response. For the visual stimulus, there is a straightforward mapping between
location and finger. We therefore assume that no memory retrieval is necessary to determine
this mapping.

As declarative knowledge is passive by itself, the instructions given previously must be re-
trieved, interpreted, and carried out by production rules. This is much slower than the process
with the expert model. This has consequences for the optimal order in which the instructions
should be carried out, because as long as the model is in the instruction interpretation stage,
dual-task costs are incurred regardless of the execution order. It is therefore almost impossible
to initially determine the optimal order, because this might change later due to learning. Also,
given that some of the trials in a mixed block are single-task trials, not all of the instructions
necessarily have to be carried out on each trial, frustrating a plan that waits for a stimulus that
never appears. Here we invoke the minimal control principle: Instead of having states for the
different stages in the process, one state is sufficient, because the instructions themselves con-
tain information on when they are applicable. The only thing that is needed are interpretation
rules that retrieve the right instruction at the right time.

To retrieve the proper instruction at the right moment, there are four retrieval rules for each
of the possible event types, such as

Get-next-visual-location-instruction-rule
IF the goal is to do a certain task (goal buffer)
AND  the visual module has detected a new stimulus (visual buffer)
THEN  request an instruction to do something with a visual stimulus in the context of
the current task (retrieval buffer)

A second rule then executes an instruction, such as the one to attend the visual stimulus:

Attend-visual-stimulus

IF the goal is to do a certain task (goal buffer)

AND  the instruction is to attend a visual stimulus (retrieval buffer)

AND  there is a location in the visual buffer (visual buffer)

THEN put a request in the visual buffer to attend that location (visual buffer)

In total, the model has seven execution rules, one to attend to a visual stimulus, one to at-
tend to an aural stimulus, one rule to retrieve a pitch-word combination, one rule to say the
word that has been retrieved, and three rules that implement the mappings of the visual stim-
uli on the three fingers that are used to make the response. The assumption is that because
the stimulus-response mapping between the visual stimuli and the response is compatible,
no retrieval from declarative memory is necessary. The following encoding parameters were
estimated: 50 msec to recognize that there is a tone (which is the ACT-R default), 200 msec
to determine the pitch of the tone (default is 285 msec), and 100 msec to attend the visual
stimulus (default is 85 msec). For verbal and motor responses, ACT-R’s default values were
used. Fig. 3 shows a diagram of the behavior of the model as a novice. Each step consists of
at least three substeps: a rule that retrieves the next instruction, the retrieval of the instruc-
tion, and the execution of the retrieved instruction. The steps that are part of the visual-man-
ual task are in the thin-bordered boxes. We can derive that some dual-task costs occur from
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Fig. 3. Time diagram of a novice in the Schumacher et al. (2001) Experiment 1 according to the ACT-R model.

the fact that not all thin-bordered boxes are horizontally next to each other: the time between
the encoding of the visual stimulus and the retrieval of the instruction that extracts the posi-
tion of the circle from that stimulus. The aural-vocal task (represented by thick-bordered
boxes) also has a dual-task cost because it must wait for completion of the initial steps that
handle the visual stimulus.

2.3. From declarative to procedural knowledge: Production compilation

To explain how novice behavior can develop into expert behavior through training, one fi-
nal component of ACT-R must be described: production compilation, the mechanism for
learning new production rules. Production compilation (Taatgen & Anderson, 2002) learns
new rules by combining two existing rules that fire in sequence into one new rule. If the first
of the two rules makes a request to declarative memory, the result of which is used by the
second rule, then the retrieved chunk is substituted into the new rule, effectively eliminating
the retrieval. In itself this mechanism only produces more efficient and specialized represen-
tations of knowledge that are already available, which is sufficient for our present purpose.
However, when the production rules that are compiled are a general cognitive strategy, the
resulting rules, although specializations of the general strategy, nevertheless generalize the
specific experience.
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An example of production rule learning is the combination of the rule
Get-next-visual-location-instruction-rule and Attend-visual-stimulus shown earlier. When
they are compiled with the instruction to attend any visual stimulus, ACT-R learns the rule:

Compiled-attention-rule

IF the goal is to do the Schumacher task (goal buffer)

AND the visual module has detected a new stimulus (visual buffer)
THEN attend that stimulus (visual buffer)

Newly learned rules can be the source of recombination themselves, enabling the collapse
of more than two rules into one. For example, the following rule summarizes the processing
from three rules and two retrievals, and it was learned by first compiling the first two rules with
the retrieval of the instruction and then compiling the resulting rule with the final rule and the
retrieval of the response set (low-pitch—*“one”):

Learned-Low-Pitch-rule

IF the goal is to do the Schumacher task (goal buffer)
AND  atone with a low pitch has been detected (aural buffer)
THEN say “one” (vocal buffer)

This rule, like the earlier compiled rule, is state independent: It reacts to the fact that a tone
with a low pitch has been detected. As a result, the rules that make up expert behavior produce
reactive, bottom-up behavior: Steps are not planned but cued by the environment.

After all the steps in the novice model have been combined, the behavior depicted in Fig. 2
isreached. The expert behavior shown in Fig. 2 involves no more dual-task costs, because there
is no interference between the two tasks. Of course, not all combinations of rules can be com-
piled. If a first rule makes a request to a perceptual module and the second rule acts on the result
from the module, the rules cannot be compiled because the outcome depends on external input.
Similarly, if two rules send a request to the same module (e.g., two consecutive key presses),
they also cannot be compiled. As aresult, learning eventually produces rules that move the sys-
tem from one perceptual input or motor output to the next (as far as they depend on each other),
making perceptual and motor actions the main determiner of performance. This model indeed
reaches this stage (Fig. 2), but if a task is more complex, there may never be enough time to
learn all the possible rules that are needed.

2.4. Gradual learning of production rules

If we were to introduce these new rules right away into the system, expert behavior would be
reached in a few trials, which obviously does not occur with humans in the Schumacher task
(Schumacher et al., 2001). Anderson, Fincham, and Douglass (1997) also found evidence that
procedural learning is a slow process. To account for this finding, instead of introducing these
new rules into the production system right away, ACT-R gradually phases them in by using
production utility, the subsymbolic component of production rules. Utility is calculated from
estimates of the cost and probability of reaching the goal if that production rule is chosen, with
the unit of cost being time. ACT-R’s learning mechanisms constantly update the parameters
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used to estimate utility based on experience. If multiple production rules are applicable for a
certain goal, the production rule with the highest utility is selected. This selection process is
noisy, so the rule with the highest utility has the greatest probability of being selected, but other
rules have an opportunity as well. This strategy may produce errors or suboptimal behavior, but
it also lets the system explore knowledge and strategies that are still evolving.

When a new rule is learned, it is given a very low initial estimate of utility. This value is so
low that the new rule effectively has no chance of being chosen, because it must compete with
the parent rules from which it was learned. To have a reasonable chance of selection, the rule
must be recreated a number of times. This has the advantage that only new rules which corre-
spond to frequent reasoning patterns will make it into the effective rule set. More formally, util-
ity has two components, one that it inherits from the parents and another based on the experi-
ences that the rule itself gains, combined in the formula

mU p.prior + experiences - Uexperienced

U,= 3
m —+ experiences

In this equation, U, .- represents the utility component inherited from the parent rule,
which starts out very low but which is increased at each recreation of the rule, and U.periencea,
the average of the experienced utility of the rule (which will only have a nonzero value if there
have been experiences). Each component is scaled, U, .- by m, a fixed parameter that is set to
10 by default, and Uexperiencea by the number of actual experiences. As a consequence, the im-
pact of U, ,ior 1s large initially, but decreases in importance as the rule gains its own experi-
ences. U, prior 18 set to —20 when the rule is first created, but after each recreation its value is in-
creased toward the value of its parent’s utility according to the equation

Up,prior (t + 1) = Up,prior (t) + uf[l]parent(t) - Up,prior(t)]

The new value of U, i, is made equal to its old value plus a fraction of the difference be-
tween its current value and the utility of its parent. As a result, the utility value of a new rule
will initially increase toward its parent’s value quite steeply, but then levels off as it approaches
the parent’s value. However, as it approaches the parent’s value, the new rule gets a reasonable
chance of winning the competition and gaining experiences itself, because selection is a noisy
process.

Fig. 4 gives an example of how this works in practice based on the parameters used in the
model, depicting the growth of utility for a new rule and the competition with its parent. In this
example, the utility of the parent rule is 10, and the actual utility of the new rule is 10.1, indicat-
ing a 100 msec gain (it saves one production rule and one retrieval), but the model can only dis-
cover this by having experience with the rule. The x axis represents opportunities for the new
rule to fire, with the creation of the rule at 0. The rule starts with a utility of —20, and thus has
zero probability of winning the competition with its parent. When the parent wins, however,
the new rule is recreated, increasing its utility. At around 100 recreations, the new rule starts
having a small probability of winning the competition and therefore gaining its own experi-
ences. At some later point, the new rule’s utility surpasses that of its parent due to experiences
with a utility of 10.1, eventually making it the dominant rule. In terms of reaction times, this
particular rule produces a speedup of 100 msec that starts building up at around 100 experi-
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Fig. 4. Example of gradual introduction of a new production rule. The thin line represents the utility of the parent
rule, and is fixed on 10. The new rule starts with a utility of —20 represented by the thick line (which is initially out-
side the graph’s scale), but eventually approaches its true value of 10.1. The S-shaped curve represents the probabil-
ity (with its axes on the right side of the diagram) that the new rule will win from the parent rule.

ences and reaches a peak around 150 experiences, where it wins from its parent around 95% of
the time. This mechanism of gradual introduction of new rules produces a slow transition from
the behavior in Fig. 3 to the behavior in Fig. 2. A consequence of the gradual introduction
mechanism is that there is always a small residual probability that the parent is selected instead
of the new rule, occasionally producing a suboptimal trial. We now discuss the three
Schumacher et al. (2001) experiments in detail and compare the model’s outcome to the data
from the participants.

2.5. Experiment 1

In Schumacher et al.’s (2001) first experiment, pure-trial blocks consisted of 45 trials
each, whereas mixed-trial blocks consisted of 48 trials, 18 dual task and 30 single task. On
Day 1 of the experiment, participants were trained just on pure-trial blocks, 6 of each type.
Day 2 consisted of 6 pure-trial blocks and 8 mixed-trial blocks, and Days 3 to 5 consisted of
6 pure-trial blocks and 10 mixed-trial blocks. Fig. 5 shows the reaction times for each of the
subtasks of the experiment for both participants and the model. On Day 2 there is a clear
dual-task cost for the aural-vocal task, because it is slower than both single-task variants.
The dual-task cost for the visual-manual task is almost nonexistent, suggesting that, on Day
2, participants complete the visual-manual task before the aural-vocal task. On Day 5, how-
ever, all dual-task costs have disappeared. The model nicely replicates all these effects and
also reaches a stage in which no dual-task costs are incurred. The residual probability that a
parent rule is selected instead of the optimal rule is small in this model (<1%), and even then
it does not affect dual-task costs because there is still some “slack™ in Fig. 2 to compensate
for it.
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Fig. 5a. Results of Experiment 1 of Schumacher et al. (2001), model and data, visual-manual task. Single-task trials
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Fig. 5b. Results of Experiment 1 of Schumacher et al. (2001), model and data, aural-vocal task. Single-task trials
are averages of homogeneous and heterogeneous trials.

2.6. Experiment 2

According to Schumacher et al. (2001), dual-task costs in psychological refractory period ex-
periments are often due to ordering instructions. To further show this, they took the participants
from Experiment 1 and gave them additional blocks of trials, but now with the explicitinstruction
to always give the vocal response before the motor response. The visual stimulus was presented
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Fig. 6. Results from Experiment 2 of Schumacher et al. (2001), model and data.

50, 150, 250, 500, or 1,000 msec after the aural stimulus, the stimulus onset asynchrony (SOA)
thatis typical for psychological refractory period experiments. The model achieved this by intro-
ducing a single top-down constraint to the rules that issue the motor commands, by specifying
that the manual response could only be initiated after the initiation of the vocal response. Fig. 6
shows the results of the experiment and of the model simulation. The primary task, the aural-vo-
cal task, shows no effect of SOA and has no additional costs due to the second visual-motor task.
The visual-motor task shows dual-task costs for SOAs of 250 msec and smaller, because the
manual response must wait until the vocal response has been initiated.

2.7. Experiment 3

Experiments 1 and 2 have made plausible that dual-task costs can at least sometimes be at-
tributed to instructions. However, Schumacher et al. (2001) were looking for evidence consis-
tent with the absence of a central bottleneck, that is, for the hypothesis that processing in cen-
tral cognition occurs in parallel. Because the visual-manual task is so much easier than the
aural-vocal task, serial central processing could not be ruled out. Indeed, the ACT-R model
has a central cognitive bottleneck and is perfectly capable of modeling the data. To make the
visual-motor task harder, they added one extra stimulus and made the mapping incompatible.
Now there were four possible positions for the visual stimulus, and the mapping of the posi-
tions on the finger was reversed—for example, for the right-most position the left-most finger
had to be pressed. The experiment was otherwise identical to Experiment 1, except that it was
extended to 6 days. We modified the model to accommodate the new task. First, determining
which finger corresponds to what location can no longer be considered automatic, so we
changed the instruction to determine the finger to be pressed to retrieve a mapping between lo-
cation and finger from memory. Second, because the response selection moments are much
closer in time than in Experiment 1, we added noise to the perceptual encoding times to make
more accurate predictions, so the time to determine the pitch of the tone varied from 0.1 to 0.3
sec, and the visual encoding time varied from 0.1 to 0.2 sec. Finally, we increased the duration
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of the production rule that initiates the motor output from 0.05 to 0.2 sec. The reason for this
last change was that incompatible mappings have a lasting effect on the response time that the
model cannot explain. Although we have some ideas on how to accommodate this matter, it is
not the topic of this article, so we modeled the difference parametrically. The results (Fig. 7)
show that, in both the model and the experiment, there are some residual dual-task costs, al-
though the model only shows them in the aural-vocal task. A further analysis of Schumacher et
al. showed that 5 of the 11 participants had virtually no dual-task costs by the end of the experi-
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Fig. 7a. Results of Experiment 3, model and data, aural-vocal task. Single-task trials are averages of homogeneous
and heterogeneous trials.
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Fig. 7b. Results of Experiment 3, model and data, visual-motor task. Single-task trials are averages of homoge-
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ment. These participants were also the fastest on the task. When the duration of the production
rule that initiates the motor response is lowered from 0.2 sec to 0.15 sec, the model reproduces
this effect. Also, when this value is increased to 0.35 sec, the model produces the behavior of
the 4 participants who had large dual-task costs (Fig. 8). This suggests that the ability to handle
the incompatibility in the mapping between the visual stimulus and the finger to be pressed can
explain the observed individual differences. However, more solid evidence is needed to corrob-
orate this finding.
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Fig. 8a. Data and model for 5 participants with no dual-task costs (low interference). Results are averaged over the
two tasks and the two types of single-task trials.
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Fig. 8b. Data and model for 4 participants with high dual-task costs (high interference). Results are averaged over
the two tasks and the two types of single-task trials.
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2.8. Discussion

The models of the Schumacher et al. (2001) experiments start out with a set of instruc-
tions that must be retrieved when needed. Eventually they learn production rules that are
sensitive to the conditions under which they should be applied, which are usually independ-
ent of order, with the exception of Experiment 2 in which the motor response must be made
before the vocal response. This order independency is an important aspect of the ability to
parallelize behavior. ACT-R’s central cognitive processes are serial, but firing a single pro-
duction rule only takes 50 msec. If all relevant knowledge is fully proceduralized and ready
to respond to the conditions in which it is applicable, this restriction will hardly ever be the
bottleneck of processing. When knowledge is still declarative, the duration of the bottleneck
increases, because retrieving and carrying out an instruction takes a significant amount of
time.

It would have been very hard to model this task with a more hierarchical representation of
instructions with top-down control, unless an explicit general executive is added that schedules
all the steps. The proper order of carrying out the instructions would then be a matter of plan-
ning, which can only be done when the instructions are proceduralized, because only then can
it be determined how much time they take. This model is driven purely by the perceptual inputs
and ends up with a greedy strategy that chooses any step that it can carry out at the moment. Al-
though a greedy planning strategy is not optimal in general, it is for this task. We can therefore
conclude that the minimal control principle is useful for a small task, both in describing human
behavior and in prescribing how a model of that behavior should be constructed. Whether a
greedy strategy is always the best solution, both in the descriptive and prescriptive sense, re-
mains to be seen.

Hazeltine, Teague, and Ivry (2002) conducted a further series of dual-task experiments in an
effort to rule out a central bottleneck. With models similar to the ones discussed here, Ander-
son, Taatgen, and Byrne (in press) demonstrated that a central bottleneck model can still model
these more intricate experiments and can even explain subtle dual-task effects in some of them.

3. Skill acquisition in complex dynamic tasks

Principles derived from simple tasks should scale up to real-world cognition, and we there-
fore shift our attention to a real-time, complex dynamic task. Although it does not involve any
explicit multitasking, there are many opportunities for what could be called within-task
multitasking. In most of the examples we examine, this within-task multitasking consists of
two instructions that are initially carried out in sequence, but that start overlapping with
experience.

The CMU-ASP task is a simplification of Georgia Tech Aegis Simulation Program (Hodge
etal., 1995), in which the participant takes the role of an operator on a ship who must use a ra-
dar screen that displays various tracks of airplanes. The goal is to classify these planes, which
involves asking the system for information and entering the classification by a sequence of
keystrokes. Fig. 9 shows the interface to the system. The circular area that makes up most of the
screen is the radar scope. The small circle in the middle represents the home ship, and the rect-
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Fig. 9. The CMU-ASP task.

angles with lines emanating from them represent unidentified planes. Participants can select a
plane to work on by clicking it with the mouse, after which some information about that plane
will appear in the top-left area of the screen. The information important to this task is the alti-
tude (ALT) and speed (SPEED), which are sometimes enough to determine the identity of a
plane. A third region of importance is the bottom row of 12 boxes, which correspond to the 12
function keys on the keyboard. For example, to activate the Track Manager, a menu choice to
enter airplane classifications into the system, the F6 key must be pressed because the label
“Track Manager” is in the sixth box from the left. Labels change dynamically depending on the
context: Once F6 has been pressed, a new set of functions is displayed in the bottom row. Be-
cause the labels in the bottom row change, mastery of this aspect of the task requires consider-
able learning.

To do the task, participants must take three steps for each plane. The first involves selecting
a plane to work on, which is accomplished by clicking on one of the unidentified planes on the
radar screen. Although any unidentified plane will do, the instructions specify some preference
relations: Planes that are close to the home ship (the middle of the scope), planes that are fast
(as identified by length of the line emanating from the rectangles), and planes that are headed
for the home ship (when the line from the rectangle is pointing toward the center circle) should
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be classified first. Step 2 concerns determining the identity of the plane, for which there are two
methods both of which are only sometimes successful. The first method is to look at the speed
and altitude in the top left of the screen. If speed and altitude are within certain margins, the
plane is a commercial airplane, otherwise the identity cannot be determined by that method.
The second method is to use radar profiling, which is accomplished by giving the “EWS” com-
mand (by pushing F10) and confirming this command with a second key press. Radar profiling
may give an answer that allows a direct classification, or it may return “negative.” If neither
classification method is successful, the participant should move to the next plane, otherwise
they must proceed with Step 3: Enter the identity into the system via the Track Manager, which
requires a sequence of eight key presses. For example, to enter a commercial airplane, one
enters function keys corresponding to the labels: “Track Manager”—“Update hooked
track”—*"“Class/Amp”—*Primary ID”—"Friend”—"“Air Id Amp”—*Nonmilitary”—*"“Save
Changes”. For each successful and correct classification, points are awarded that are displayed
in the middle left of the screen. The number of points depends on the priority of the plane and
the time within the scenario that it is classified: A fast plane that is close by and headed toward
the home ship will yield many points if it is classified early, but when it is classified later its
score will be smaller. The scoring scheme encourages participants to identify the important
planes early in the scenario.

Anderson et al. (2004) reported an experiment that consisted of 20 scenarios of 6 min each,
divided over 2 days. Participants showed considerable improvement in both speed and the
number of classified planes. The results can be found in Fig. 11, which we discuss along with
the model’s ability to match participants’ behaviors.

3.1. From a strong to a weak hierarchy

Anderson et al. (2004) modeled learning on the CMU-ASP task using a declarative repre-
sentation of instructions in combination with production compilation. The model uses a hierar-
chical decomposition of the task into instruction sequences that can be interpreted by produc-
tion rules. Each sequence consists of a number of steps that are carried out in order, some
directly and others by referring to another rule for which a subgoal is created. The model learns
by compiling the retrieval of instructions into task-specific rules and by learning which labels
correspond to which keys.

Although the Anderson et al. (2004) model is successful in modeling the performance im-
provement in terms of speedup at the level of the three subtasks, and it can also predict how
long attention is focused on certain regions of the screen during these subtasks, it is limited by
the representation of instructions. It can model the speedup in performance but not the addi-
tional flexibility and parallelism that are associated with skilled behavior. In contrast, we pres-
ent an updated model that accounts for three examples of additional flexibility:

1. Selection of a plane. Although the instructions state which planes should be classified
first, participants initially do not seem to make much of an effort to optimize their selection. As
they gain more experience, they gradually pay more attention to this, resulting in an improve-
ment in the quality of the selected planes. The model explains this shift by dual-tasking the in-
structions to find a plane and clicking on a plane.
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2. Selection of the appropriate function key. With practice, participants no longer have to
look at the function key labels at the bottom of the screen, but rather know which to press. The
Anderson et al. (2004) model explains this by recalling past goals, but we provide an alterna-
tive explanation in which the dual-tasking of finding a label and finding the corresponding
function key makes label finding obsolete.

3. Optimization of hand movements. Interaction with the task requires using both the key-
board and the mouse, which means that the right hand must be moved between the two. However,
moving the hand at the moment that it is needed is inefficient. Instead, its use can be anticipated,
so that, for example, the hand is on the mouse at the moment that a new plane must be selected.
Another option is to use the left hand for the keyboard and the right hand for the mouse.

3.2. Minimizing control

In Anderson et al.’s (2004) CMU-ASP model, the cue for retrieving the next instruction is
the instruction that has just been carried out. This creates a strict top-down control of behavior,
because the model is always driven by internal representations. Every step in the task execution
therefore corresponds to a control state, effectively maximizing the number. Our previous
dual-task model breaks the sequencing of instructions by having only a single control state and
by using perceptual events as cues, producing pure bottom-up control. However, the complex-
ity of the CMU-ASP task does not allow for pure bottom-up control. To be able to model flexi-
bility in the CMU-ASP task, a compromise between bottom-up control and top-down control
is required, because the model not only must react to perceptual and motor events, but also
keep track of where it is in the process. Our solution is to replace the strong hierarchical in-
struction structure with a weak one with as few control states as possible, again following the
minimal control principle. More specifically, it consists of three components:

1. Instead of a hierarchical structure, instructions are organized in sets that correspond
roughly to unit tasks. Each instruction set has one or more conditions that specify when it is ap-
plicable. Within each set, instructions are sequenced by pairwise association strengths. Associ-
ation strength is a feature of ACT-R’s declarative memory not yet explained that increases the
activation of a declarative memory element associated with this goal. We assume that associa-
tions between subsequent instructions are learned while reading and memorizing the instruc-
tions. Once the model starts carrying out the instructions, the next instruction in the sequence
will receive extra activation because its predecessor has just been executed.

2. The instruction retrieval mechanism tries to retrieve an instruction within this set, relying
on ACT-R’s activation mechanisms to access the right instruction, usually the next one. Other
sources of activation can influence the selection as well, such as a perceptual event that acti-
vates an instruction to handle that event type.

3. The rules that carry out a retrieved instruction check whether any constraints on the in-
struction are met, because the retrieval process does not guarantee this. For each instruction, it
may take several steps to carry them out depending on the situation. For example, an instruc-
tion to click on a plane will initiate a movement of the hand to the mouse if the hand is not al-
ready there. If the hand is on the mouse and the mouse pointer is on the plane, then it will im-
mediately initiate a click.
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Within this weak hierarchical representation, each instruction can be considered as a control
state, because it more or less determines the next step. However, once instruction retrieval has
been compiled into task-specific rules, the instructions are no longer retrieved; the control
states dissolve and leave only a single control state for the entire rule set. As a consequence,
once the model has compiled all the instructions into rules, it has as many control states as rule
sets, giving a large improvement over the strong hierarchical representation, which has as
many control states as individual instructions.

3.3. The CMU-ASP model and global results

The model of the task uses declarative instructions that are organized into the five rule sets out-
linedinFig. 10. The first four sets correspond to the main unit tasks: Select a plane, use one of two
strategies to find the classification, and then enter the classification into the system. Each of the
sets has one or more preconditions (in the hexagons) that must be satisfied before the set itself is
activated. Only one set is active at a time, which is represented in the goal state buffer, butin prin-
ciple it should be possible to switch between sets if the task demands this (this is not the case in
this task, but it is in Salvucci’s [2005, this issue] driving task). The fifth set, select key, finds and
presses a function key on the basis of alabel. Itis activated whenever a select key instruction is en-

Find-and-click-plane

No plane
selected

Plane .
selected M- Lookfor | | Check | | Lookfor f | Check_ J_{ Decide_l__jp
alt range speed range commercial
no Class
Check radar profile P~
Plane ! .
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selected  )-—-=3C = (1= XD [ 1™ Ciass ™
no Class
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\
|
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Instruction
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Fig. 10. Schematic representation of the instructions for CMU-ASP. Each row of boxes represents a rule set.
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countered in one of the other sets, temporarily suspending that set. The instructions within arule
setare loosely ordered by activation. Instructions are retrieved by a rule and carried out by one or
more subsequent rules. These subsequent rules also check the constraints on instructions. Pro-
duction compilation combines instruction retrieval and interpretation rules into task-specific
production rules that can fire out of sequence provided that their conditions are satisfied.

In the experiment reported by Anderson et al. (2004), participants had to solve twenty 6-min
CMU-ASP scenarios spread over two sessions of 10 scenarios each. Fig. 11 shows the global be-
havioral outcomes of the experiment and the fit with the model. Fig. 11a shows the number of
planes successfully classified in each scenario, whereas Fig. 1 1b shows the average time per sce-
nario to perform one of three subtasks. Selectis the elapsed time until a plane is clicked and corre-
sponds to the find-and-click-plane rule set. Classify is the time between the mouse-click and the
first keystroke of entering a classification (the “Track manager” keystroke) and covers two
subtasks that cannot be separated easily: Check-commercial-profile and Check-radar-profile.
Finally, Enter covers the time between the first and the last classification keystroke, thatis, the se-
quence of eight keystrokes needed to enter the classification into the system. Although the gen-
eral match between model and data is good, itis by no means better than that for Andersonetal.’s
(2004) model. To see the difference, we have to examine the details of the new model’s learning.

3.4. Finding and clicking a plane

The first step of identifying a plane is selecting a plane on the radar screen and clicking it. In
the model these two instructions make up the first instruction set, which is applicable whenever
there is no plane selected. The first instruction is to find a visual object of type square-plane on
the screen and memorize it (find-object), and the second instruction is to click on the memo-
rized object (click-object). Neither of these two instructions can be carried out in one step, in
that both involve three steps. To do a find-object, first the location of an object of the appropri-
ate type must be found on the screen. The next step is to initiate an eye movement to the object
and to attend it. The third step is to process the information of the object and see whether it is a
candidate for selection (when the track has been processed before, it is not a candidate). The
click-object instruction requires first moving the hand to the mouse (if it is not already there),
then moving the mouse onto the object, and finally clicking the mouse. Doing all these six
steps (three from find-object and three from click-object) in sequence is inefficient, because the
first three are perceptual actions and the last three are manual actions. Treating the execution of
the two instructions as a dual-task situation (with restrictions) can lead to more efficient behav-
ior. Initially the model will carry out all the steps in sequence by a retrieve-instruction and in-
terpret-instruction cycle:

Retrieve-instruction
IF the goal is to do a rule set (goal buffer)
THEN retrieve an instruction from that rule set (retrieval buffer)

Implement-attend-location

IF the goal is to do a rule set (goal buffer)

AND  the instruction is to attend a visual stimulus of a certain type (retrieval buffer)
AND  the visual module has found an object of that type (visual buffer)

THEN move the eyes to that object and attend it (visual buffer)
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The first of these rules will retrieve any instruction from this set. Activation between in-
structions will initially give find-object the highest activation, but, once find-object has been
completed, click-object will have the highest activation. Although this activation scheme ini-
tially produces the same behavior as pure top-down models, the behavior changes once pro-
duction rules are learned. The previously mentioned second rule is an example of a possible
implementation rule. On the basis of the previous two rules in combination with the instruction
to attend a square object, learning produces the rule:

Learned-attend-rule

IF the goal is to do rule set find-and-click-plane (goal buffer)

AND  we have found a location on the screen of type square-object (visual buffer)
THEN move the eyes to the location and attend it (visual buffer)

Similarly, the new model learns a rule to move the hand to the mouse:

Learned-hand-to-mouse-rule

IF the goal is to do rule set find-and-click-plane (goal buffer)
AND  the hand is not on the mouse (manual buffer)

THEN move the hand to the mouse (manual buffer)

A property of both rules is that they can activate at any moment when the
find-and-hook-plane rule set is active and a location of the right type is found, or when the hand
is not on the mouse. Although performance was initially constrained by the sequenced retrieval
of instructions, they now depend only on the constraints in the rule and this control state.
This lets the model treat the two instructions as dual tasks. For example, the
learned-hand-to-mouse-rule can fire as soon as the find-and-hook-plane rule set is activated
because it does not need to know the object to be clicked. This has the advantage that the hand
can be moved to the mouse right at the beginning of the find-and-hook-plane rule set, instead of
waiting until a plane has been found on the screen. A second consequence is that perceptual
processes can continue while the manual processes are busy. During the execution of the man-
ual processes, other planes can be inspected. This is very useful for this task because there are
certain criteria ranking the planes, and when a better plane is found it can be selected instead of
the first choice.

Fig. 12 shows an example model trace of a novice. The structure of behavior is similar to
that shown in the novice behavior in Fig. 3: An instruction is retrieved by a rule, it takes some
time to retrieve the instruction, and then the instruction is carried out. Sometimes the execution
of the instruction has to wait until the module in question is done with the previous action,
which is most notable in the case of the motor actions. A difference with the dual-task model is
that the same instruction is retrieved a number of times in a row, once for every step in the in-
struction. The figure also shows that there is no interleaving between the two instructions yet
(represented by thick-bordered and thin-bordered boxes for, respectively, the find-object and
click-object instructions).

Production compilation produces rules that can fire out of sequence, and it allows for an effi-
cient interleaving of perceptual and motor actions (Fig. 13). There is no longer a need for re-
trieval from declarative memory, because all the instructions have been incorporated in the
rules. In this example, perfect dual tasking of the two instructions is achieved. A single rule ini-
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tiates the movement of the hand to the mouse and the perceptual action to find a plane. During
the hand movement a second plane is attended to and judged as better than the first plane. Half-
way through attending to the third plane the hand movement finishes, enabling a rule that
moves the mouse pointer to the best plane up to that moment. However, a fourth plane in-
spected during this mouse move is better than the plane to which the mouse is moving. Because
this destination of the mouse movement is now no longer the target, a second mouse movement
is initiated at soon as the first movement is completed.

This example shows that the same principles that produced parallelization in the
Schumacher task (Schumacher et al., 2001) produce parallelization of instructions in
CMU-ASP. The difference is that, in the CMU-ASP task, learning not only gives a (slight) im-
provement in speed, but also produces an improvement in the quality of the selection. Fig. 14
shows that this is true for the participants as well as the model, depicting the average point
value of the first five planes selected by the model (based on the average of 12 model runs) and
by the participants (based on 16 participants). Only the first five planes are used for the analy-
sis, because early in the scenario the planes with the highest values stand out, whereas later in
the scenario differences in point values become negligible. Both the model and the participants
show a steady increase in selection quality. Initially (during Scenarios 1 and 2) the model does
not compare planes, behaving as in Fig. 12, essentially choosing planes randomly. Only later
does it compare planes, and it becomes gradually better at it. The participant behavior follows
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Fig. 14. Average en standard deviation of the point scores for the first five planes.
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this trend, both in average scores and variance in the scores, suggesting they also move from
random selection to a selection based on comparisons.

3.5. Learning the location of function keys

The select rule set contains instructions to press a function key given a label. It first attempts
to find the label on the bottom of the screen (find-label), maps the location onto the function
key (determine-F-key), and then presses that key (press-key). To explain participants’ eventual
speed, the model has to learn to press a function key given a label without first looking at the
key mappings at the bottom of the screen. The model learns this by integrating several instruc-
tion steps, which lead to another case of dual tasking, but with an interesting twist. The two
steps that overlap are the find-label and determine-F-key instructions. Find-label will try to
find a certain text label (such as “Track Manager”) on the screen by simultaneously scanning
the display and trying to recall the location. If recall is successful, it will place the location of
the recalled position in the visual buffer, directing the visual module to attend that location.
The rule learned on the basis of that recall illustrates this:

Learned-Find-Track-Manager-Rule

IF the goal is to select a key for label “Track Manager”

THEN set the location in the visual buffer to coordinates (472,715) and request an
attention shift to that location

Normally the model would wait until the attention shift is done and proceed from there.
However, the next instruction, determine-F-key, only needs the location of the label to deter-
mine the right function key. This means that the key can be determined before the attention
shift is done. The rule learned from retrieving the instruction is

Learned-Determine-F6-Rule

IF the goal is to select a key

AND  the location in the visual buffer has x-coordinate 472
THEN set the key to be pressed to F6

The determine-F-key instruction needs information that is available halfway through the
find-label instruction. That means that at some point the rest of the steps to carry out find-label
are obsolete and can be skipped. The whole process eventually only invokes two production
rules, but this takes the model considerable time to learn: It must first compile rules based on
the instructions, then it has to incorporate retrieved facts (locations of the labels) into these
rules, and only then can it attempt to parallelize them, but they also have to win the competition
with the already existing rules in terms of utility. A model with explicit states to sequence the
instructions would need a planning system to determine that some steps are no longer needed,
but by not having these control states the model discovers this by itself.

3.6. Learning to optimize hand movements

To press one of the function keys, either the left or the right hand can be used. The model has
rules to use either the left or the right hand, but in practice the left hand is always on the left side
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of the keyboard, so is always the best choice for function keys on the left side of the keyboard.
For the function keys on the right side of the keyboard the model can only use the right hand if
the hand is on the keyboard and not on the mouse, otherwise it has to move the hand to the key-
board first. This allows for several different hand-movement styles. The model develops differ-
ent styles in different model runs, as is depicted in Fig. 15. The figure shows how preference
for using the right hand develops over the scenarios. The top curve in the graph comes from a
case in which the model prefers to type with both hands, moving the hand back to the keyboard
early in the classification process. The bottom curve comes from another run in which the
model prefers to do all keying with the left hand and leaves the hand on the mouse. The middle
curve is a compromise between the two: The model does the first few keystrokes with the left
hand while the right hand is not yet back from the mouse. When the right hand has returned
from the mouse, the remaining keystrokes are done with the right hand.

The model develops several styles because none of them are truly superior to the others. Ini-
tially the choice of style is random, but the first style to be proceduralized then has an edge over
the styles that are not yet proceduralized, making that style even more attractive. In this way the
model can end up with a strategy that is optimal only because it is the best practiced.

3.7. Conclusions

In the introduction we noted that many criticisms of rule-based systems focus on two com-
mon assumptions: the assumption that instructions are translated into rules right away and the
assumption of a strong hierarchical task representation. The two models presented in this arti-
cle do not rely on these assumptions and yet show a good correspondence with the empirical
data. The instruction assumption is replaced by an initial representation of the task that has the
form of declarative instructions. By interpreting these instructions, task-specific production
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rules are gradually learned. The strong hierarchical task representation assumption has been
replaced by a weak two-level hierarchy guided by the minimal control principle, which states
that models should use as few control states as possible.

The two models that we have constructed on the basis of these principles can learn their own
rules and interact flexibly with both the external world and their own internal resources. The
model of the Schumacher et al. (2001) experiments was able to achieve perfect interleaving of
the two tasks although relying on only one control state. In the model of CMU-ASP, there is a
mix between top-down and bottom-up influences: Instructions that are organized in rule sets
are cued by both internal variables and external events. Initially each instruction within a rule
set can be considered as a separate control state, but as production compilation creates rules
that skip over instructions, eventually each rule set has just one control state. The collapse of
control states within a rule set lets the model parallelize steps when possible and also lets new
strategies emerge by spontaneous recombination of steps.

Kieras et al. (2000) assumed that skill acquisition goes through five stages with an em-
phasis on scheduling resources. In contrast to this focus, there are hardly any resource con-
flicts in the models discussed here. In some cases, conflicts are handled by the serial nature
of the architecture: ACT-R processes requests for a resource on a first-come, first-served
basis. If this leads to a conflict, it bases its choice on the utility of the competing rules. An-
other issue that Kieras et al. raised is the transfer of control between different tasks. In the
dual-task experiments discussed here, the two tasks are very simple and presented at the
same time, so they can be considered as one task. The CMU-ASP model does not involve
multiple tasks, just subsequent instructions that are interleaved. When the two tasks are
learned separately and each requires its own context, some explicit goal switch is needed
(see Salvucci, 2005, this issue, for an example).

Although we addressed the issue of parallel versus serial cognition only in passing, the
learning perspective casts a new light on the issue as well. ACT-R assumes that cognition is se-
rial. To achieve true parallelism, very specialized production rules must be learned that address
multiple tasks at the same time. Although this is feasible in situations such as the Schumacher
etal. (2001) task, it only works in general in overly practiced combinations of tasks, or in cases
where interleaving can be achieved easily. In EPIC, on the other hand, parallelism requires a
scheduler, and the system must learn an optimal scheduler for the task. In the case of novice
combinations of tasks, a general scheduler locks out one or more tasks, effectively enforcing
seriality. The issue is therefore transformed into a contrast between ACT-R, which hypothe-
sizes serial processing that must develop parallelism, and EPIC, which hypothesizes that paral-
lel processing is blocked for new tasks, but that this blockage is gradually released. As long as
EPIC has no explicit theory on how this blockage is removed, it is hard to assess whether the
two theories produce equivalent predictions or not.

It is not clear to what extent our model results can also be achieved by the SOAR architec-
ture (Newell, 1990). In SOAR, operator selection heavily depends on this state, but it is con-
ceivable that in the EPIC-SOAR combination (Chong & Laird, 1997) this dependence could be
diminished. Nevertheless, the general skill acquisition theory behind SOAR (Newell &
Rosenbloom, 1981) seems to point in the direction of learning massive numbers of highly spe-
cialized rules for any combination of control state and input, instead of an attempt to reduce the
number of possible control states.
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Models of learning new tasks are not interesting only for studies of learning. They also con-
strain the space of possible expert models. Although the various modeling paradigms for ex-
pert models are capable of accurately describing performance, their formalisms allow for
many models that do not correspond to reality. Learning models can show what is possible and
what is not, and they may even exhibit surprising emerging behavior that the modelers never
expected. The addition of the minimal control principle can constrain models even further: It
guides model construction to choose the model with the fewest control states. Within ACT-R,
the number of control states is easily quantified as the number of possible values of the goal
state buffer.

We should note that the approach discussed here is currently limited to situations with a
clear set of instructions. Other learning situations, such as learning from demonstration, anal-
ogy, and examples, are not yet captured by this framework. Another limitation of this work is
that the modeler determines the way the whole task is partitioned into rule sets. Although each
rule set must correspond to a single control state, offering some constraint, it would be more
desirable if the model could determine its own rule-set boundaries. In future work we will ex-
plore how ACT-R models can generate their own instructions on the basis of examples and
general knowledge and on partition rule sets when the need for additional control states arises.

Related to this issue is the fact that successful interleaving of tasks is only possible if the
model knows the structure of the constraints between the instructions. In the CMU-ASP task,
these constraints are fairly trivial: There is no reason why one could not move a hand to the
mouse while looking at the screen, or typing a function key while not looking at its label. How-
ever, in other situations where instructions must be followed, the constraints can be hidden, es-
pecially if the instructions are written out as an explicit recipe, but the function of individual
steps is unspecified. If a learner is confronted with such a situation, he or she can only
proceduralize the sequence of steps, which will lead to faster execution, but not to increased
flexibility. Examples of this problem can be found in programming video recorders (e.g., Gray,
2000) and operating flight management systems in modern airplanes (e.g., Sherry & Polson,
1999). In other words, poor instruction can lead to a situation in which a person has more con-
trol states than necessary.

Notes

1. This currently has no associated module, but see Salvucci (2005) for a proposal.
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