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We investigated whether environmental support can be used to circumvent the problem state bottleneck in
human multitasking. Previously, it was shown that people can only maintain a single chunk of information in
their problem state resource, the central part of working memory. Consequently, when the problem state
resource was required by multiple tasks concurrently, performance decreased. This phenomenon was termed
the problem state bottleneck. To investigatewhether the environment can be used to circumvent this bottleneck,
we conducted an experiment with two main conditions. In the No-Support condition we replicated an earlier
experiment that indicated the existence of the problem state bottleneck. In the Support condition we presented
external cues, reducing the load on the problem state resource. To support the results of the experiment we
present a computational cognitivemodel. The experiment andmodel indicated that the problem state bottleneck
can be avoidedbyusing external cues. However, subjects only used external cueswhen this led to faster behavior.
These results were interpreted in the light of the Soft Constraints Hypothesis, which states that humans always
follow the fastest strategy possible, as opposed to the most accurate strategy.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Multitasking is all around us. González and Mark (2004) have
shown that people switch on average every 3 min between tasks in a
typical office environment. In addition, a recent study indicated that
every generation ‘multitasks’ more in their free time than the previous
generation (Carrier, Cheever, Rosen, Benitez, & Chang, 2009). Although
multitasking seems to become the norm in our societies, it is also well
known that performance on individual tasks suffers from multitasking.
In the field of sequential multitasking (i.e., switching between tasks,
Salvucci, Taatgen, & Borst, 2009), theorists have focused on the
disruptive effects of interruptions (e.g., Gillie & Broadbent, 1989;
Monk, Trafton, & Boehm-Davis, 2008). Likewise, the concurrent multi-
tasking literature has identified several processing bottlenecks that
lead to decreased performance when two tasks are performed at the
same time (e.g., Broadbent, 1958; Keele, 1973; Pashler, 1994; Salvucci
& Taatgen, 2008, 2011; Wickens, 1984, 2002). One important cause of
multitasking interference, both in concurrent and sequential multitask-
ing, is the problem state bottleneck (Borst, Taatgen, & Van Rijn, 2010).

The problem state is defined as the element inworkingmemory that
can be used without a time cost (Anderson, 2005), unlike other
elements in working memory (see e.g., McElree, 2001). It is used to

represent intermediate information in a task, for example, ‘3x = 15’
when solving ‘3x – 5 = 10’. Previously, it was shown that the problem
state resource can contain atmost one chunk of information, and there-
fore causes multitasking interference when required by multiple tasks
at the same time (while using information in the problem state resource
does not take time, storing a new chunk of information in the problem
state resource was estimated to take 200 ms; Anderson, 2005; Borst,
Taatgen, & Van Rijn, 2010). In a dual-task paradigm subjects needed a
problem state for none, one, or both of the tasks. In the condition
where subjects needed a problem state for both tasks, performance
decreased considerably both in reaction times and accuracy as
compared to the other conditions. Supported by a cognitive model, this
was taken as an indication of a problem state bottleneck. Further evi-
dence for a problem state bottleneck was provided by fMRI experiments
(Borst, Taatgen, Stocco, & Van Rijn, 2010; Borst, Taatgen, & Van Rijn,
2011) and by Salvucci and Bogunovich (2010), who showed that when
subjects had to switch between an e-mail and a chat task, they chose
switch points at which they did not have to maintain a problem state.

Although the problem state bottleneck causes significant interference
in experimental settings, in real life it is often possible to use the environ-
ment as an externalmemory (e.g., Hollan, Hutchins, & Kirsh, 2000; Kirsh,
1995; Wickens, 1992), thereby avoiding the limits of the problem state
resource. For example, when solving amulticolumn subtraction problem
on paper it is common to indicate whether a carry is in progress, which
decreases problem state resource requirements. In cases where one re-
lies on working memory, and stores the carry in the problem state
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resource, there are two possible strategies to continue after losing the
representation due to an interruption: recalling whether a carry was in
progress from declarative memory, or reconstructing it by recalculating
the previous column. While reconstruction is the safer option, it is also
likely to take more time than recall from memory.

We hypothesize that these are strategic processes: when re-
constructing or perceiving a problem state from the environment
takes less time than a cognitive ‘in-the-head’ strategy (using the
problem state resource as is, or retrieving information from memory),
the environment will be used, otherwise a mental strategy will be
applied. This is in accordance with the Soft Constraints Hypothesis,
which proposes that our strategy choices aim at minimizing temporal
costs instead of, for example, mental effort (Gray & Fu, 2004; Gray,
Sims, Fu, & Schoelles, 2006). To support this, Gray et al. showed in
four experiments that subjects always use the fastest local strategy,
instead of minimizing mental effort or total time-on-task. Even when
minimizing local time led to suboptimal behavior (using fast but
imperfect knowledge in-the-head vs. slower but perfect knowledge
in-the-world) or to more memory effort (memorizing multiple facts
instead of perceptually revisiting a display), subjects opted for the
fastest method (that is, the fastest local method, as this often relied on
imperfect knowledge in-the-head it could lead to mistakes and longer
total time-on-task).

In this paper we test this hypothesis with an experiment in which
subjects were asked to perform two tasks concurrently. The first
condition of the experiment aimed at replicating the basic problem
state bottleneck interference effect. In the second condition we
presented supporting information on the screen, thereby enabling the
use of the environment as an external memory. According to the Soft
Constraints Hypothesis, subjects should only use the information in
the environment when this is faster than using the information in
their heads. To support our experimental results we will present a
computational model that incorporates the Soft Constraints Hypothesis,
and show that it matches the results in the data.

2. Methods

In the experiment subjects had to alternate between a subtraction
task and a text-entry task. Both tasks were presented in two versions:
an easy version in which there was no need to maintain a problem
state, and a hard version in which subjects had to maintain a problem
state from one response to the next. In addition, in one condition
external support was displayed on the screen for the subtraction task,
enabling the use of the environment in the hard subtraction condition.
Thus, the experiment had a 2 × 2 × 2 factorial within-subjects design
(Subtraction Difficulty × Text-Entry Difficulty × Support).

2.1. Subjects

33 students of theUniversity of Groningen participated in the exper-
iment for course credit or monetary compensation of €10. Four subjects
were rejected because they scored less than75% correctwhere the other
subjects scored N95% correct. Two subjects were rejected because they
did not adhere to task instructions, and three because of recording
problems of the eye tracker (eye-tracker results turned out to be
uninformative with regard to the current question and are therefore
not reported in this paper). This leaves 24 complete datasets (17 female,
age range 18–43, mean age 20.5). All subjects had normal or
corrected-to-normal visual acuity. Informed consent as approved
by the Ethical Committee Psychology of the University of Groningen
was obtained before testing.

2.2. Design

The subtraction task was shown on the left side of the screen, the
text-entry task on the right (see Fig. 1). Subjects had to alternate

between the two tasks: after entering a digit, the subtraction interface
was disabled, forcing the subject to subsequently enter a letter. After
entering a letter, the text-entry interface was disabled and the subtrac-
tion interface became available again.

The subtraction task is shown on the left side of Fig. 1. Subjects were
asked to solve 10-column subtraction problems in standard right-to-left
order. However, at each point in time, only a single column was visible.
Although the problems were presented column-by-column, the sub-
jects were instructed that the separate columns in a trial were part of
a 10-column subtraction problem (in the practice phase subjects started
out with a normal 10-column layout, only later they switched to solving
the problems column by column). Subjects had to enter digits by
clicking on the on-screen keypad with the mouse. In the easy, no
problem state version, carrying was never needed because the upper
digit was always larger or equal to the lower one. In contrast, the hard
version required subjects to carry six times out of 10 possible columns.
The assumption is that subjects use their problem state resource to store
whether a carry is in progress.

The interface for the text-entry task is shown on the right in Fig. 1.
Subjects had to enter 10-letter strings by clicking on the on-screen
keyboard. In the easy version these strings were presented one letter
at a time and subjects had to click the corresponding button on the
keyboard. In the hard version, a 10-letter word was presented once at
the start of a trial. Once a subject clicked on the first letter, the word
disappeared and the remaining letters had to be entered one at a time,
without feedback. After the initial presentation of the word in the
hard condition, subjects could neither see what word they were enter-
ing, nor what they had already entered.

Because subjects had to alternate between the two tasks after every
response, they had to keep track of whether a carry was in progress for
the subtraction task and what the word was for the text-entry task
while performing the other task.

In the support condition amarker on the screen indicated whether a
carrywas in progress in the subtraction task. Fig. 1 shows this condition.
The ‘|’ above the subtraction task indicates that currently no carry is in
progress. The indicator turned into a ‘1’ after a column that induced a
carry (e.g., 3–4). Thus, in the Support condition for the subtraction
task subjects could use the environment as an external memory.

2.3. Stimuli and apparatus

The stimuli for the subtraction task were generated anew for each
subject. The subtraction problems in the hard version featured six
carries, and resulted in 10-digit answers. The 10 letter words for the
hard version of the text-entry task were handpicked from a list of
high-frequency Dutch words (CELEX database; Baayen, Piepenbrock, &
Van Rijn, 1993) to ensure that similarities between words were kept
at a minimum. These stimuli were also used in the easy text-entry
task, except that the letters within the words were scrambled (under
the constraint that a letter never appeared twice in a row). Thus,
subjects were presented pseudo-random sequences of letters that
they had to enter one-by-one in the easy condition. By scrambling the
words, we controlled for letter-based effects, while preventing the use
of strategies to predict the next letter.

The experiment was presented full screen on a 20.1” monitor. Sub-
jects were sitting at a normal viewing distance, approximately 70 cm
from the screen.

2.4. Procedure

In this experiment, a trial was defined as the completion of the two
tasks: solving one 10-column subtraction problem and entering one
10-letter word. Trials can be divided into 20 responses, 10 responses
to the subtraction task and 10 responses to the text-entry task. Each
trial started with the presentation of a fixation cross for 6 s, followed
by two horizontally aligned colored circles representing the tasks. The
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color of the circles indicated the difficulty levels of the tasks (on the left
for the subtraction task, on the right for the text-entry task; green for
easy, red for hard). The circles stayed on the screen for 1 s, followed
by a fixation cross for 600 ms, after which the subtraction and text-
entry tasks appeared. Subjects had to begin with the subtraction task,
and then alternated between the two tasks. After completing both
tasks, a feedback screen was shown for 2 s, indicating how many
letters/digits were entered correctly. Before the next trial started,
a fixation screen was shown for 2 s.

The experiment consisted of two practice blocks and two experi-
mental blocks. The first practice block consisted of 12 single task trials
(4 subtraction trials with 10 columns visible, 4 subtraction trials with
one column visible, and 4 text-entry trials). The second practice block
consisted of 4 multitasking trials (all subtraction–text-entry conditions
once: easy subtraction–easy text-entry, hard subtraction–easy text-entry,
easy subtraction–hard text-entry, and hard subtraction–hard text-entry).
Both experimental blocks consisted of 28 multitasking trials (7 trials
of each condition, where each trial contained 10 responses to each
task, see above). One of the experimental blocks contained the support
condition; the order was counter-balanced over subjects. Before the
second block the subtraction task was practiced again, to familiarize
the subjects with using the carry indicator if they did not use this in
the first block, or with performing the task without the indicator in
the other case. Subtraction and text-entry conditions were randomized
within a block. The complete experiment consisted of 56 experimental
trials, and lasted for about 90 min. Between blocks subjects could take a
short break.

2.5. Statistical procedure

Only data from the experimental phase of the experiment were
analyzed. A response time in the subtraction task was defined as the
time between a response in the text-entry task and a response in the
subtraction task; a response time in the text-entry task as the time
between a response in the subtraction task and a response in the text-
entry task. First responses of each trial were removed. Then, extreme

outliers were removed from the data (RTs b 250 ms or N 10,000 ms),
as these anticipatory and very slow responses are unlikely to be related
to the processing of the stimuli associated with this response. Next, we
removed data exceeding three standard deviations from the mean per
condition per subject (in total 2.2% of thedatawas removed). To analyze
the datawe applied linearmixed-effectsmodels (LMEs),with subject as
random effect (e.g., Baayen, Davidson, & Bates, 2008). For the accuracy
data a binomial LME model was used. In all analyses, we used a binary
coding, with the support condition, hard subtraction, and hard text-
entry coded as 1. All error bars depict within-subject standard errors
from the mean per condition (Morey, 2008).

3. Results

Fig. 2 shows the results of the experiment: the top panels show
response times, the bottom panels accuracy. LME results are reported
in Tables 1–3. Tables 1 and 2 show results on subsets of the dataset
(respectively No-Support and Support), and Table 3 shows results on
the full dataset. First, we discuss how the No-Support condition yields
corroborating evidence for the problem state bottleneck concept. We
then turn to the Support condition, to see how the effects of the problem
state bottleneck change when external support is provided.

3.1. The problem state bottleneck

The No-Support condition of the current experiment is a replication
of Experiment 1 in Borst, Taatgen, and Van Rijn (2010), which was the
first in a series of three experiments that were used to argue in favor
of a problem state bottleneck. The first and third columns of Fig. 2
show the response times and accuracy in the No-Support condition,
for text-entry and subtraction, respectively. To investigate whether
the results replicated our earlier study, we fitted an LME to the
No-Support data, with Subtraction Difficulty and Text-Entry Difficulty
as fixed effects, and subject as a random effect (Table 1).

With respect to the responses on the subtraction task, there was a
large increase in response times with Subtraction Difficulty: when

On-Screen Support: No Carry or Carry

or

Fig. 1. The interface of the experiment in the Support condition. In the No-Support condition, nothing is shown above the subtraction column. The ‘|’ in the subtraction task indicates that
currently no carry is in progress, a ‘1’ indicates a carry in progress. Note that in the real experiment only a single task was enabled at any given time.
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subtraction was hard, response times were higher than when subtrac-
tion was easy. More interestingly, when both tasks were hard, there
was an additional increase in response time, as shown by a significant
over-additive interaction effect between Subtraction Difficulty and
Text-Entry Difficulty, with an estimated size of 483 ms. This interaction
effect was taken as an indication of a problem state bottleneck: when
subjects had to maintain a problem state for both tasks (hard–hard
condition), response times increased considerably as compared to
when they had to maintain a problem state for only one task (easy–hard
and hard–easy conditions). Comparing this model to a model without
the interaction term showed that the first model is to be preferred:

χ2(1) = 79.30, p b .001, indicating that the added model complexity of
the interaction term is warranted given the data.

A similar effect can be seen in the response times on the text-entry
task. As long as subtraction was easy, text-entry responses were faster
in the hard text-entry condition than in the easy text-entry condition
(we discuss this effect in the model section below). However, response
times increased when subtraction was hard, and responses were
slowest in the hard–hard condition. Again, it seems that because an
additional problem state is required in the other task, we see an increase
in response times on the current task (the model below explains these
effects in more detail). Statistically, this was shown by a significant in-
teraction effect between SubtractionDifficulty and Text-EntryDifficulty.
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Fig. 2. Response times (above) and accuracy results (below) for the text-entry and subtraction tasks. The two columns on the left represent the text-entry task, the two columns on the
right the subtraction task. The first and third columns depict the No-Support condition, whereas the second and fourth columns show the support condition. Error bars indicate within-
subject standard errors from the mean per condition (Morey, 2008).

Table 1
Linearmixed effectsmodel results: No-Support. Betas indicate effects of when subtraction
and text-entry were hard. Empty cells indicate factors that did not explain sufficient
additional variance to be warranted.

Response times Accuracy

Source β t p β z p

Subtraction task
Intercept 1398.97 19.60 b .001 6.28 10.64 b .001
Subtraction (Hard) 1686.07 44.49 b .001 −2.79 −4.63 b .001
Text-Entry (Hard) 57.52 1.53 .13 14.36 .02 –

Subtraction × Text-Entry 482.90 8.93 b .001 −15.42 −.02 –

Text-Entry task
Intercept 1479.23 42.37 b .001 21.72 .05 –

Subtraction (Hard) 221.29 12.25 b .001 −1.64 −9.38 b .001
Text-Entry (Hard) −184.06 −10.10 b .001 −17.94 −.04 –

Subtraction × Text-Entry 282.4 10.79 b .001

Table 2
Linearmixed effectsmodel results: Support. Betas indicate effects of when subtraction and
text-entrywere hard. Empty cells indicate factors that did not explain sufficient additional
variance to be warranted.

Response times Accuracy

Source β t p β z p

Subtraction task
Intercept 1432.54 23.80 b .001 6.93 12.34 b .001
Subtraction (Hard) 1466.86 45.76 b .001 −2.69 −5.07 b .001
Text-Entry (Hard) 65.89 2.06 .039 0.09 .35 –

Subtraction × Text-Entry 248.15 5.46 b .001

Text-Entry task
Intercept 1488.53 36.70 b .001 7.77 7.50 b .001
Subtraction (Hard) 131.71 7.25 b .001 13.23 .02 –

Text-Entry (Hard) −159.70 −8.75 b .001 −3.08 −2.97 .003
Subtraction × Text-Entry 160.57 6.16 b .001 −15.11 −.02 –
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In addition, the LMEwith the interaction termwas preferred to amodel
without the interaction term: χ2(1) = 115.28, p b .001.

The accuracy data of both tasks seem to show similar effects (Fig. 2,
bottom panels, first and third column; LME results in Table 1). In case of
the subtraction task, accuracy decreased when subtraction was hard,
and it seemed to decrease further when text-entry was hard as well.
While an LME with the interaction between Subtraction Difficulty and
Text-Entry Difficulty explained sufficient additional variance to be
warranted (χ2(1) = 7.99, p = .005), the interaction term in the
model itself did not reach significance. The accuracy effects in the
text-entry task followed the same pattern (bottom-left graph, Fig. 2).
However, here model comparisons indicated that the interaction term
was not warranted (χ2(1) = 0) – indicating an absence of an interac-
tion effect. Note that all accuracy effects are somewhat hard to interpret
given that the easy conditions are at ceiling.

Summarizing, response times on both tasks showed clear over-
additive interaction effects for the hard–hard conditions, and the accuracy
effects – althoughnot significant –went in the samedirection. Previously,
these effects were taken as an indication of a problem state bottleneck
(Borst, Taatgen, Stocco, et al., 2010; Borst, Taatgen, & Van Rijn, 2010).
The current experiment replicates these earlier studies, lending additional
support to the idea of a problem state bottleneck. The question is now
whether and how these effects change when external support was
provided.

3.2. External support: testing the soft constraints hypothesis

The second and fourth columns of Fig. 2 show the response times in
the Support Condition for text-entry and subtraction, respectively. To
test whether the problem state bottleneck could be circumvented, we
investigated whether the two-way interaction between Subtraction
Difficulty and Text-Entry Difficulty (indicating the bottleneck)
decreased when support was provided. To this end, we fitted an LME
model to all data (reported in Table 3). If the three-way interaction
between Support, Subtraction Difficulty, and Text-Entry Difficulty
reaches significance, this would indicate that the effects of the
bottleneck are different for the Support and No-Support conditions. In
addition to the full analysis, we also inspected separate models for
Support (Table 2) and No-Support (Table 1) to see how the effects
differed between those conditions.

With respect to the response times on the subtraction task, a signif-
icant three-way interaction between Support, SubtractionDifficulty, and
Text-Entry Difficulty (Table 3) showed that the two-way interaction

between Subtraction Difficulty and Text-Entry was smaller in the
Support condition than in the No-Support condition. Thus, the differ-
ence between hard–easy and hard–hard condition was smaller with
Support than without Support. However, as can be seen in Fig. 2 and
Table 2, the two-way interaction between Subtraction Difficulty and
Text-Entry Difficulty was still significant with Support: even with
external support subjects showed an increase in response times in the
hard–hard condition. The LMEs estimated the interaction effect without
support to be 483 ms, andwith support to be 248 ms (close to the three
way interaction effect of−233 ms). Thus, the effect of the problem state
bottleneck diminished, but did not disappear when external support
was provided.

The response times on the text-entry task also showed a significant
three-way interaction effect between Support, Subtraction Difficulty,
and Text-Entry Difficulty. When external support was provided for the
subtraction task, the effects of the problem state bottleneck decreased
in the text-entry task. However, also here the two-way interaction effect
between Subtraction Difficulty and Text-Entry Difficulty is still present
with external support. The LMEs estimated the interaction effect
without support to be 282 ms, and with support to be 161 ms.

The bottom panels of Fig. 2 show the accuracy data. The three-way
interaction between Support, Subtraction Difficulty, and Text Entry
Difficulty did not reach significance for either task. For the subtraction
task, this might have been caused by the ceiling effect in the easy
conditions: the graphs seem to indicate a clear difference between
Support and No-Support.Without support there seems to be an interac-
tion effect, whereas this effect disappears with support (performance is
equal in the hard–easy and hard–hard conditions with support, see the
two bottom right graphs in Fig. 2). Again, note that these data are at
asymptote in the easy conditions, making it difficult to interpret these
results.

In summary, presenting external support for the subtraction task
reduced the effect of the problem state bottleneck for responses times
of both subtraction and text-entry, but the effects did not fully disappear
for either task. In the accuracy data, performance in the subtraction task
seemed to reach no-bottleneck levels with support, although this was
not supported by the statistical model. For text-entry there was no
difference between Support and No-Support in the accuracy data.

4. Cognitive model

To account for the observed data,we incorporated the Soft Constraints
Hypothesis (Gray & Fu, 2004; Gray et al., 2006) in our computational

Table 3
Linear mixed effects model results: overall. Betas indicate effects of when support was present, and when subtraction and text-entry were hard. Empty cells indicate factors that did not
explain sufficient additional variance to be warranted.

Response times Accuracy

Source β t p β z p

Subtraction task
Intercept 1399.41 22.66 b .001 6.36 10.70 b .001
Support (On) 32.96 0.94 – 1.11 .95 –

Subtraction (Hard) 1686.07 47.63 b .001 −2.79 −4.65 b .001
Text-Entry (Hard) 56.40 1.61 .11 13.36 .03 –

Support × Subtraction −220.18 −4.41 b .001 −0.67 −.56 –

Support × Text-Entry 9.51 0.19 – −14.47 −.03 –

Subtraction × Text-Entry 482.65 9.56 b .001 −14.43 −.03 –

Support × Sub. × Text-Entry −233.33 −3.29 .001 15.70 .03 –

Text-Entry Task
Intercept 1479.50 43.60 b .001 9.75 9.56 b .001
Support (On) 9.09 .50 – 0.57 5.09 b .001
Subtraction (Hard) 221.06 12.04 b .001 −1.67 −11.96 b .001
Text-Entry (Hard) −185.06 −9.99 b .001 −6.06 −6.02 b .001
Support × Subtraction −89.30 −3.44 b .001
Support × Text-Entry 25.08 .96 –

Subtraction × Text-Entry 278.26 10.46 b .001
Support × Sub. × Text-Entry −116.69 −3.12 .002
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model of the problem state bottleneck (Borst, Taatgen, & Van Rijn,
2010). The model was developed in the ACT-R cognitive architecture
(e.g., Anderson, 2007), and used threaded cognition theory to account
for the multitasking aspects of the task (Salvucci & Taatgen, 2008,
2011). Using a cognitive architecture ensures that the components of
the model have been validated earlier, which makes it meaningful to
take for instance the memory, visual, and motor components of the
task into account (Cooper, 2007; Newell, 1990). ACT-R has been applied
successfully to explain a wide range of tasks (see http://act-r.psy.cmu.
edu), and has also been mapped onto brain regions (Anderson, 2007;
Borst & Anderson, 2013). We will not describe the complete model
here, but refer the interested reader instead to Borst, Taatgen, & Van
Rijn (2010).

For the current paper, the problem state component is our main in-
terest. The assumption of the model is that the problem state resource
can only maintain one chunk of information at a time. Thus, as long as
at most one of the tasks is hard, the model can do the task without a
problem – because then at most one problem state is required – but
when both tasks are hard the model can only maintain one problem
state, which results in interference. The model assumes that in the
hard–hard condition, on each step of a trial the problem state resource
is swapped out. That is, problem state information of the now current
task is restored to theproblem state resource,while problem state infor-
mation of the previous task is moved to a declarative memory store.
Thus, when the model switches to the other task, it first retrieves the
necessary problem state information fromdeclarativememory, restores
this to the problem state resource, and only then performs the task. This
takes time (a memory retrieval and 200 ms problem state restoration
costs; Anderson, 2005), which results in increased response times in
the hard–hard condition. Furthermore, incorrect problem states are
sometimes retrieved from memory, resulting in lower accuracy scores
in the hard–hard condition.

The grey bars in Fig. 2 show the fit of this model to the original task
(columns one and three).1 The model accounts well for the interaction
effects in both response times and accuracy data, and also matches
quite well to the absolute response times and accuracy data of the
task (R2- and RMSD-values are shown in Fig. 2). For instance, while
we did not add this explicitly to the model, response times are lower
in the hard text-entry condition than in the easy text-entry condition.
In the easy condition the model has to read which letter it has to enter
before it can search for a button and click on it, while in the hard condi-
tion the model (and subjects) already knows what word it is entering.
This saves visual perception time, and thus results in lower response
times in the hard text-entry condition.

We extended the model to also perform the subtraction task in the
support condition. There were two basic options: either the model
always uses the support indicator on the screen, which would result
in equal response times in the hard subtraction – easy text-entry and
the hard–hard condition, or it only uses the indicator when it cannot
use its problem state, in the hard–hard condition. Using the problem
state to remember whether a carry is in progress takes less time than
having to look at the indicator on each step of a trial. Thus in total it
will take less time to do the task when the support indicator is only
used in the hard–hard condition. Given that the Soft Constraints
Hypothesis assumes that humans always opt for the fastest option, we
implemented this strategy in the model. Thus, the support indicator
was only used in the hard–hard condition. This assumption led to a
good model-data fit (see Fig. 2; note that all parameters were kept at
the same values as for the No-Support condition). On the one hand,
implementing this strategy resulted in a small interaction effect in
response times in the Support condition (in the hard–hard condition
the support indicator has to be processed, this takes more time than

doing the task mentally in the hard–easy condition). On the other
hand, it also results in a complete absence of the interaction effect in
the accuracy data (as the model does not make mistakes anymore
because of retrieving incorrect problem states). Thus, it seems that
subjects use the externally presented support only when it helps them
to do the task faster than a mental strategy would allow.

It should be noted that the model always uses its problem state re-
source to process carries in the subtraction task, also in the hard–hard
condition with support. Thus, when it has to process a carry, it will use
its problem state to represent the intermediate solution (e.g., when
solving ‘6 – 4’ with a carry, it will use the problem state to represent
‘5 – 4’). This is why the model predicts no changes to the interaction
effects for the text-entry task when external support is presented: It
always has to retrieve the text-entry problem state from declarative
memory and restore it to the problem state resource before it can
start the text-entry task. However, the data show a small decrease of
the interaction effects in the support condition in the text-entry task.
A simple explanation could be that subjects do not need to overwrite
their text-entry problem state when using the support indicator for
the subtraction task. This should lead to a complete absence of the inter-
action effect though, both in response times and accuracy.While we see
a decrease, the interaction effect is still present. As we have no strong
hypothesis about what happens, we decided against making post-hoc
changes to the model to account for this.

5. Discussion

The current study investigatedwhether theproblem state bottleneck
(Borst, Taatgen, & Van Rijn, 2010) can be circumvented by providing ex-
ternal support. The experiment supported the hypothesis that external
support can diminish the interference effects of the problem state
bottleneck. However, using external support seemed to be strategic:
subjects only used it when it was the fastest option. As long as a mental
strategy was relatively easy (up to the hard subtraction–easy text-entry
condition with support), subjects seemed to prefer a mental strategy
to using the environment, even when support was provided. In the
hard–hard condition, when they had to use a problem state for both
tasks, they switched to environmental support when possible, resulting
in faster response times with support than without support.

The model indicated that this is in accordance with the Soft
ConstraintsHypothesis (Gray& Fu, 2004;Gray et al., 2006), which states
that humans adapt their behavior to minimize temporal costs, even if
that leads to suboptimal behavior. That is what we observed in the
experiment, in which it might make more sense to always use the
perfect knowledge in-the-world as opposed to imperfect knowledge
in-the-head. Although subjects were free to use the indicator in the
Support condition – which seems to be the rational option, as it is
always correct and requires less mental effort than remembering
whether a carry was in progress – there was a clear difference between
the hard subtraction–easy text–entry condition and the hard–hard condi-
tion, indicating that they used different strategies in these conditions.
According to the Soft Constraints Hypothesis subjects tried to minimize
the temporal costs of the task, and therefore prefer the imperfect
knowledge in-the-head over the perfect knowledge in-the-world.

One might wonder how subjects determined the optimal temporal
strategy. To discover the best strategy, the Ideal Performer Model
(Gray et al., 2006) used reinforcement learning (e.g., Sutton & Barto,
1998). However, they “make no claim that the process followed by the
[reinforcement learning] algorithm mimics any process followed by
human cognition” (Gray et al., 2006, p. 465). Recently, Janssen and
Gray (2012) investigated whether reinforcement learning could also
provide a cognitively plausible explanation of the data. They concluded
that reinforcement learning could be used to simulate the human data,
especially if it used ‘time’ as the reward parameter. This is in line with
other efforts to use reinforcement learning to explain human behavior
(see e.g., Daw & Frank, 2009, for a special issue on reinforcement

1 We fit themodel to the data in theNo-Support condition by estimating retrieval times
and retrieval errors from declarativememory, andmouse- and eyemovements. Themod-
el code is available from http://www.jelmerborst.nl/models/.
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learning and higher-level cognition). As the subjects in our experiment
received sufficient practice, it is possible that reinforcement learning
can also be used to explain the strategic choices in our dataset.

Although it is not surprising that presenting external support can
improve performance on a task (e.g., Hollan et al., 2000; Kirsh, 1995;
Wickens, 1992), the current experiment shows that presenting infor-
mation in the environment only helps in certain cases. Based on our re-
sults we can conclude two things. First, it only helps to present external
support when users need their working memory for more than one
chunk of information. Although it might still be used as a memory aid
in other cases, there are limits on presenting information in the environ-
ment. The current research indicates that it is often not necessary to
present external information. Second, even if multiple problem states
are required to do a task, external support will only be used when it is
faster than a mental strategy. The current, relatively simple experimen-
tal interface already showed that the costs of processing external
support have an influence on behavior. This effect will be more pro-
nounced with a real-life interface. When multiple sources of external
support are present (as is often the case in real-life systems), the costs
of using the support will increase, making it less likely to be used.
Thus, it is important to only present external support when the costs
for using it are lower than the costs of mentally doing the task would
be. Using the cognitivemodel that we presented, it is possible to predict
exactly when external support is helpful, and when not.
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