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Abstract 

The minimal control principle (Taatgen, 2007) predicts that people strive for a 

problem solving strategies that require as few internal control states as possible. In an 

experiment with the Abstract Decision Making task (ADM task; Joslyn & Hunt, 

1998) the reward structure is manipulated to make either a low-control strategy or a 

high-strategy more feasible. The results show that most participants are sensitive to 

the shifting demands of the task, consistent with the minimal control principle, but 

also that individual differences are large.  

 

Keywords: Cognitive Control, Executive Control, Problem Solving, Decision 

Making, Individual Differences 
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The Minimal Control Principle Predicts Strategy Shifts 

in the Abstract Decision Making Task 

 

One of the challenges of understanding human problem solving is the sheer 

variety of strategies that people employ to solve a particular problem. Anyone who 

has investigated problem solving through methods like protocol analysis can attest 

that it often seems as if every subject employs a different strategy (Ericsson & Simon, 

1984). Problem solving strategies from artificial intelligence are only of limited help: 

even though subjects of show traces of behavior that resembles typical search 

strategies (Newell & Simon, 1972), human performance is limited by the capacities of 

the human cognitive architecture (Card, Moran & Newell, 1983). On the other hand, 

humans have a capacity that AI algorithms typically lack: the ability to adapt the 

strategy to new problems and changing circumstances (Taatgen, Huss, Dickison & 

Anderson, 2008).  

An essential component of human problem solving is the ability to set certain 

goals and perform actions that are directed towards these goals. Goal-directed 

behavior requires that actions are selected on the basis of a combination of perceptual 

input and an internal task representation. The processes responsible for the 

maintenance and manipulation of an internal task representation are often referred to 

with the term cognitive control or executive control (Hammond & Summers, 1972). 

Cognitive control is often studied in paradigms where multiple goals have to be 

satisfied, for example in concurrent multitasking (Pashler, 1994; Meyer & Kieras, 

1997; Salvucci & Taatgen, 2008), in cases where the main task is interrupted (Trafton 

et al., 2003; Hodgetts & Jones, 2006) and has to be resumed later on, and in task-

switching (Monsell, 2003), where two tasks are alternated, and switching from one 



Strategy Shifts in the ADM Task 
 

 

4 

task to the other often incurs a cost. In most of these paradigms, cognitive control is 

just needed to make or keep the current task active. This is, however, not enough 

when tasks become more complex. A complex task requires both a representation of 

the task itself, and the state it is in. Even though most problems afford many different 

solution strategies, not all are equally feasible as explanations of human behavior. 

According to Taatgen (2007), people strive for a strategy that requires a minimal level 

of internal cognitive control. Minimal control has two huge advantages: it leads to the 

least use of cognitive resources, and it maximizes the possibility of applying the 

strategy to other problems. For example, in making coffee (Larkin, 1989), it is 

possible to employ a strategy in which each step in making coffee is planned and 

committed to memory. However, this method puts heavy demands on memory, and is 

also inflexible: if something unexpected happens during the process (e.g., the carafe is 

already full of water), the strategy cannot cope with it. An alternative is to have a 

strategy that perceives the external state of coffee-making (e.g., water in carafe, filter 

empty), and use this as cue to retrieve the appropriate action.  

In this article, we will investigate to what extent people adhere to the minimal 

control strategy in the Abstract Decision Making (ADM) task (Joslyn & Hunt, 1998), 

and whether they change strategies if changing task demands make a different 

strategy minimal. Moreover, we will investigate the hypothesis that the ability to find 

the minimal strategy is a source of individual differences in non-trivial tasks.  

The ADM task 

ADM is a task developed by Joslyn and Hunt (1998) designed to predict 

individuals' performance on various real-world tasks that require decision making 

under time pressure.  The task was used in a battery of tests designed to show 

individual differences in cognitive control. 
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ADM involves 5-minute long “games” that require subjects to classify objects 

into bins according to their attributes.  Both objects and bins have three attributes: 

size, color and shape.  Only objects that match a particular bin’s attributes are allowed 

in the bin.  While objects always have three concrete attributes (e.g. small, red, circle), 

bins may specify any subset of the attributes (e.g. all circles).  The number of 

attributes that a bin omits (i.e. the number of those that are wildcards) will be referred 

to as its generality.  Thus, an “all circles” bin has a generality of two because it does 

not specify size or color.   

Each game consists of three different bins that subjects study for as long as 

they want prior to starting the game.  Because reviewing bins during the game is a 

slow and hence costly action, it is in the subject’s interest to memorize the attributes 

of the bins.  During the game, an object becomes available every 12 seconds with a 

pop-up notification that the subject must dismiss before continuing.  None of the 

attributes of objects are immediately visible even when they become available.  To 

reveal one attribute of an available object, the subject must query it by issuing the 

appropriate commands.  To assign an object to a bin, the subject must issue a different 

set of commands. The subject receives points if an assignment is correct and loses 

points if it is incorrect.  The magnitude of reward or penalty is inversely proportional 

to the generality of the bin – that is, more specific bins award more points. 

Because there is a time limit and objects are presented quicker than most 

subjects can classify them, there is a time pressure urging subjects to act as quickly as 

possible. 

For example, the bins in the first game are: 

Bin 1: Tiny red circles (150 points) 

Bin 2: Red objects (50 points) 
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Bin 3: Medium squares (100 points) 

Objects in the game are initially unknown, so subjects have to query the 

system about the attributes of each object. For example, the program might announce 

that object #1 is available, after which the subject has to decide what to do with it. For 

example, they might decide to ask for the color of object #1, to which the answer 

could be "red". Based on that knowledge, the object could be sorted into Bin 2 right 

away (yielding 50 points), or the subject might decide to enquire other attributes to be 

able to sort the object in a more specific, and therefore more profitable bin. Even 

without time pressure, the strategy to find the bin with the maximum score is far from 

trivial. For example if it is known that an object has size medium, it still not clear 

whether it would fit in Bin 2, 3 or both. On the other hand, if the shape of an object is 

triangle, it can only go into Bin 2. The time pressure in the experiment presents 

additional challenges: if we know the object is red, is it worthwhile to inquire both 

other attributes in order to check whether it fits into the profitable Bin 1, or is it better 

to just assign it to Bin 2? Or shall we just assign it to Bin 1 and hope for the best? 

Dickison and Taatgen (2007) determined on the basis of an earlier ADM 

experiment that subjects employ two types of strategies, which they characterized as 

high control and low control. The high control strategy entails retrieving all the bins 

from memory and checking them against the known attributes. If this yields a unique 

winner, the object is assigned to that bin, otherwise more attributes are queried. The 

low control strategy involves only a single memory retrieval of a bin based on the 

currently known attribute values. This retrieval relies on associative links in memory 

to retrieve an appropriate candidate. If carried out correctly, the high control strategy 

always leads to correct assignments, while the low control strategy does not. 
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However, the low control strategy requires far less executive control in terms of 

control states and memory requirements, and is also generally faster.  

In the example discussed above in which the experiment has revealed that the 

size of the object is medium, the low control strategy would retrieve a bin with 

"medium" as a cue, retrieving Bin 3, because that bin is the only one with that 

attribute. It would then assign the object to the bin, even though this may be incorrect 

(for example, when it is a medium red triangle). The high control strategy would 

retrieve all bins, conclude that the object still fits Bin 2 and 3, and therefore query 

more attributes. In the case of a triangle object the low control strategy would query 

more attributes, because a retrieval based on triangle would not produce anything, 

while the high control strategy would figure out that Bin 2 is the only candidate. 

Although the choice of strategy may be a source of individual differences in 

the sense that the cognitive demands of the high control strategy may be too high for 

some, the demands and rewards of the task environment may also impact the choice. 

Here a slightly different source of individual differences may show up: the ability to 

optimally adapt the task strategy to the current environment. To investigate this, we 

conducted an experiment in which the environment encouraged subjects to use a low 

control strategy, at least initially. In the first few games, there is no penalty for 

assigning an object to the wrong bin. The low control method is therefore reasonably 

feasible, because if the object is assigned to the wrong bin, it can be assigned to 

another bin in the next step. Two other factors favor a low control strategy: every 12 

seconds a new object is introduced, introducing time pressure into the game, and the 

arrival of a new object is announced by an interruption that the subject has to dismiss 

in order to carry on. Moreover, after the interruption the program continues with the 
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main menu, which means that any previous selections that the subject has made would 

be gone. 

After the initial games, though, the environment changes: now penalty points 

are given for wrong assignments (subjects are told this at the beginning of the game), 

and the experiment rigs the odds of guessing to the extent that if the subject tries to 

guess a bin while there are multiple candidates, they almost always guess wrong 

(subjects do not know this). In the last two games the environment is switched back to 

the initial one.  

Our expectation for the experiment is that most subjects will opt for a low 

control strategy in the first games of the experiment, but that they switch to a high 

control strategy when the environment changes. Once the environment changes back, 

we expect subjects to switch back to the low control strategy. There are several ways 

to assess the kind of strategy subject employ. When a subject assigns an object to a 

bin, we can check whether this assignment is justified by the queries the subject has 

made. The high control strategy should correspond with a justification score close to 

1, because only assigns objects to bins once that assignment is justified. The low 

control strategy should yield a much lower justification score. Another variable to 

look at is the number of queries subjects make: in most cases the high control strategy 

requires more queries. A third variable to look at is whether the bin the subject 

chooses is optimal, that is, the bin with the lowest generality that still fits the object 

(e.g., putting a tiny red circle in Bin 2 is justified but not optimal). Although 

interesting, the optimality variable does not necessarily distinguish between the two 

strategies. A low control strategy may involve trying the most specific bin first, 

yielding a high optimality score, or may leave that to chance, with a more average 

optimality score. Similarly, a high control strategy might query the system until the 
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optimal solution is found, or it might decide to assign an object to a bin as soon as it is 

justified, potentially sacrificing optimality. 

 

Method 

Participants   

33 subjects were recruited from the Carnegie Mellon University campus and 

its surrounding community. All experiments were run with the consent of participants 

and with approval of the Carnegie Mellon IRB. Subjects were paid $10 for their 

involvement. 

Materials   

The task consisted of one practice game followed by six real games, for a total 

of seven games.  All games lasted five minutes.  All games involved three bins with a 

presentation rate of one object every 12 seconds, except for the practice game in 

which the presentation rate was one object every 15 seconds. Bins in each game were 

different, but always with one of bin of each of generality 0, 1 and 2, yielding 150, 

100 and 50 points, respectively.  

Procedure  

Participants were instructed to read through 4 pages of instructions presented 

on paper. These instructions contained several screen shots to familiarize the subjects 

with the interface.  The instructions detailed the objective of the game and how to 

query objects and assign objects to bin, as well as the point structure whereby more 

specific bins yield higher points than more generic ones.  An example procedure for 

querying features of an object and assigning it to a bin is also provided in the 

instructions.  The instructions also mentioned that in the first set of games there would 

be no penalty for making wrong assignments, and pointed out that trying out several 
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bins is a possible strategy (to make sure that the subjects know that this is not 

considered cheating). Participants were free to ask questions after reading the 

instructions. 

   

Figure 1. Screenshots of the experiment. Left panel shows the main menu, and the 

right panels shows a menu in which an object has to be chosen to be queried. 

 
For each game, a preview phase preceded the timed portion of the game.  

During the preview phase, participants could review the bins available for that game 

for as long as desired.  The features which each bin accepts as well as the number of 

points each bin yields was presented.  When ready to begin, participants would press 

the “start” button to begin the timed portion. 

The game progressed via a menu-based system in which menu choices were 

made using buttons (see Figure 1 for two examples).  At the top-level menu, 

participants could choose to either query an object feature, assign an object to a bin or 

review a bin’s attributes list. The subjects were required to make at least one query for 

every object. To query an object feature, after clicking “query” button, participants 

had to select an object from an object menu (which would contain a button for every 

object number that wasn't assigned to a bin yet), and then one of the words “color”, 

“shape” or “size” from the attribute menu.  After the subject had selected one of the 

attributes, the interface would display the value of that attribute, for example "Object 
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1 is RED". To assign an object to a bin, participants were prompted to enter an object 

number followed by a bin number.  Feedback was then presented showing whether 

the assignment was successful, and how many points were awarded or penalized.  A 

running total of the current score was shown at all times along the bottom of the 

screen, as well as a list of currently available object numbers. 

In addition to the list of available object numbers, as new objects became 

available, a “pop up” prompt was shown interrupting the participant’s interaction with 

the computer.  When a pop up showed up, participants were required to click a button 

to acknowledge the notification, which would bring them back to the main menu. 

In the practice game and in games 1, 2, 5 and 6 there was no penalty for 

making a wrong assignment, and it was possible to try a different assignment with the 

same object. When the subject made an assignment while the queried attributes of the 

object still allowed multiple assignments, the program would randomly pick one of 

the remaining candidate bins and determine the yet unqueried attributes to fit that bin. 

In other words, the identity of the object was not predetermined, but depended on the 

choices of the subject. In games 3 and 4 penalty points were given if the object would 

be assigned to a wrong bin. These penalty points were -150, -100 and -50, for the bin 

of generality 0, 1 and 2, respectively. Moreover, if the subject assigned an object to a 

bin without justification, there was a 90% probability that program would set the 

objects' attributes such that it would fit one of the other candidate bins (so, assigning a 

medium object to Bin 3 would have a 90% probability of only fitting Bin 2 and not 

Bin 3, basically implementing Murphy's Law). All these factors strongly favor a high 

control strategy. 
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Results 

Global results 

In most analyses we will compare refer to stage 1, 2 and 3 of the experiment. 

Stage 1 includes games 2 and 3, stage 2 games 4 and 5, and stage 3 games 6 and 7. In 

stage 1 and 3 the environment favors a low-control strategy, while stage 2 favors a 

high-control strategy. 

For the purpose of the analysis we consider each assignment to a wrong bin as 

an error. Figure 2 shows the mean error rates for each of the games in the experiment.  

 

Figure 2. Error rates for each of the six games. Error bars in this and subsequent 

figures show one standard error. 

 
The graph clearly suggests that the error rate decreases in the high-penalty 

games, and gradually increases again with the later low-penalty games. To analyze 

these results we averaged the error rates for the three stages of the experiment, and 

entered these into an analysis of variance with stage as independent variable. The 

results show an overall effect of stage, F(2,64) = 5.80, p=0.005, with stage 1 different 

from stage 2, t(32)=3.31, p=0.002, but stage 2 not different from stage 3, t(32)=1.5, 

p=0.14. 
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A more precise assessment of strategy can be determined on the basis of 

whether a particular assignment of an object to a bin is justified. This means that on 

the basis of the available information the object can be assigned to the bin, even 

though there might be a more profitable bin to which it could also be assigned.  

 

Figure 3. Proportion of the assignments that were justified 

Figure 3 shows the proportion in which the first assignment to a bin was 

justified. Clearly, this rate increases in the high-penalty games, and decreases again in 

the later low-penalty games. The analysis of variance confirms this, there is an effect 

of stage on justification rate, F(2,64) = 23.2, p<0.001, and both a change between 

stage 1 and stage 2, t(32) = 7.5, p<0.001 and stage 2 and stage 3, t(32) = 3.48, 

p=0.001. 

The high-control strategy generally requires more queries to determine a 

choice, so we expect the number of queries to go up in the high-penalty games.  
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Figure 4. Mean number of queries per object by game. 

Figure 4 shows that the number of queries indeed increases sharply. An 

analysis of variance confirms the impact of stage on the number of queries, F(2,64) = 

15.5, p<0.001. Subsequent tests reveal that the number of queries indeed goes up 

between stage 1 and stage 2, t(32) = 6.5, p<0.001, and down again between stage 2 

and stage 3, t(32) = 2.70, p=0.011. 

The final measurement that we consider is the proportion of optimal choices, 

that is, the rate at which the bin with the highest point value is selected. 

 

Figure 5. Proportion optimal choices per game 

Figure 5 shows that there is not much change in the proportion of optimal 

choices, which is confirmed by an analysis of variance, F(2,64) = 2.08, p=0.13. 
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The overall picture that emerges from the averaged results is that subjects 

indeed opt for an initial low-control strategy, and then switch to a high-control 

strategy in stage 2. When the experiment switches back to a configuration that favors 

the low-control strategy, participants seem to revert to the low-control strategy, but 

not back to the levels of stage 1.  

Individual Differences 

Even though the mean results show a general pattern of adapting strategy to 

environment, this does not mean that every subject follows that pattern. Indeed, 

inspection of individual differences shows that subjects can follow several 

trajectories. Figure 6 shows eight representative examples of the proportion of 

justified assignments for the six games. Subjects 27 and 30 show the clearest 

adaptation to the changing circumstances. In fact, subject 27 had the highest overall 

score of all subjects. Other subjects are slower to adapt: subject 13's performance 

suggests a justification rate that lags behind the environmental changes. Subject 3 

switches from a low to a high-control strategy, but does not change back in game 5 

and 6. Subject 5 only exhibits a very minor adaptation to changing circumstances. 

Subjects 4, 9 and 14 show no adaptation at all, even though they are quite different. 

Subject 4 has the lowest score of all subjects, and subject 14 the second lowest. 

Subject 9 only ranked 19 (out of 33), even though he or she always made assignments 

that were fully justified. 
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Figure 6. Proportion of justified bin assignment for eight subjects by game 
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Is switching strategies based on the circumstances optimal? The fact that the 

highest-scoring subjects do so is already an indication. As further evidence we looked 

at the correlation between the proportion of justified bin assignments and overall 

score.  

 

Figure 7. Scatterplots of the relationship between the proportion of justified bin 

assignments and overall score 

 

Figure 7 shows that in game 3 and 4 the proportion justified assignments 

strongly correlates with score. However, in the other games there is only a small 

negative correlation, showing that the low control strategy is at least as good, if not 

better than the high control strategy in those games. 

A final question we have to ask is whether low-control and high-control are 
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in individuals (Figure 6) suggest there is. Nevertheless, a true bimodal distribution is 

hard to demonstrate. Figure 8 shows density plots of for the three stages of the 

experiment. The figure shows that there is at least some indication that the distribution 

has two peaks. 
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Figure 8. Density plots of the proportion justified bin assignments in the three stages 

of the experiment 
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capacity to process all the bins instead of just one. But for others, the balancing act of 

finding minimal control while still maintaining performance may be too challenging. 

Subjects who do not return to the low-control strategy in stage 3 may be an example 

of that. On the other hand, the high-control strategy does not lead to lower 

performance at this stage (or at least not much), it just requires more mental effort.  

Looking at individual differences from a perspective of strategic adaptation is 

relatively unusual in domain of computational models of cognition. A more typical 

approach is to model individual differences is to propose some parameter – such as 

working memory capacity – that varies among individuals and observe how changes 

in that parameter affect the model’s performance (Daily, Lovett & Reder, 2001; 

Taatgen, 2002; Rehling, Demiral, Lebiere, Lovett, & Reder, 2003; Chuderski, Stettner 

& Orzechowski, 2006). 

An essential aspect of the ADM task is that the steady arrival of new objects 

produces interruptions. A low control strategy makes it easier top recover from 

interruptions, because it requires a smaller mental representation of the problem 

(Borst, Taatgen, & van Rijn, 2010; Trafton et al., 2003). Moreover, the low control 

strategy is faster, making it possible to assign an object to a bin before the next one 

arrives.  

In summary, the ADM task and experiment show that human problem solving 

is constrained by cognitive demands but adapts well to changes in demand of the 

environment. The ability to adapt well to changing circumstances appears to be a 

source of individual differences that can be indicative for executive control. 
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