UNIVERSITY OF (GRONINGEN

MASTER’S THESIS ARTIFICAL INTELLIGENCE

The Web-Graph:
Clustering, Collecting & Classifying

Supervisor:

dr. M.A. WIERING (Bernoulli

Author: institute)
Ivo DE JONG (s3174034) External supervisor:

B. Z1JLEMA, MSc
(Dataprovider.com)

Bernoulli Institute for Mathematics, Computer Science and Artificial Intelligence
University of Groningen, The Netherlands

Dataprovider.com, The Netherlands

rijksuniversiteit
groningen

May 12, 2021



Abstract

The Web-Graph is an intriguing structure about the internet that arises from the hyperlinks
between websites. While it has been studied to a practical extent for various purposes - and has
also been effectively applied as important drivers in how the internet is used - specific research
dedicated to community detection on the Web-Graph has been missing.

Community detection (i.e. graph clustering) has been studied from several theoretical perspec-
tives and methodological frameworks. A sparse segment in this research is Genetic Algorithm
based Modularity maximization. The first chapter of this research explores variations on the
state of the art in this domain, and finds an improvement that may be universally relevant when
designing Genetic Algorithms. Ultimately however, statistical inference methods for commu-
nity detection are found to vastly outperform Genetic Algorithm methods. While this is only
shown for the Web-Graph, it may hold universally.

Statistical community detection methods are subsequently used for a novel approach to improve
an existing website Trust Score regression model. By predicting the Trust Score of a site using
some nearby sites (either from BFS or clusters), two models with some error distributions can
create a joint probability distribution of where the true Trust Score should lie. This chapter
did not find any benefit to the clusters beyond the Web-Graph, but it does propose a novel
method for improving an existing regression model without a ground-truth dataset.

Lastly, this research investigates the use of statistical community detection for Fake News site
classification. By taking a BFS graph sample from a labeled training set, candidate websites
are collected and clustered. A classifier using cluster indices as features outperforms one based
on extracted keyphrases on the testing set, demonstrating the effectiveness of Web-Graph com-
munity detection. Unfortunately, neither classifier generalizes beyond the constructed dataset,
indicating a problematic bias in that dataset. Nonetheless, this does not indicate any problems
with the designed collection & classification method.

The research overall concludes that community detection on the Web-Graph could provide
valuable information for some website classification or regression tasks. However, it should
be noted that this is computationally costly, even when using efficient statistical inference
methods. For tasks where connectivity is particularly relevant, and other features are missing
or inadequate, community detection systems may provide a solution.
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Chapter 1

Introduction

ARPANET, initially demonstrated in 1972 at the ICCC can be considered as the forefather of
the internet today [36]. This was also the year that e-mail was first introduced. This fundament
of people-to-people traffic persists through into the architecture that is the internet today. By
design, anyone with an internet connection can send and receive data to anyone else with an
internet connection. This design grants anyone the ability to start a website for any purpose,
without anyone’s explicit permission. The Moore-like [55] exponential increase in the number
of websites on the internet [20] may be attributable to this very freedom of participation.
This open participation model of the internet unfortunately also invites malicious actors to
make their own websites. To keep the internet as safe and positive as possible these ill-disposed
websites need to be tracked down so that users may be warned or so that law enforcement can
catch the malicious actors behind them. This thesis approaches this task of finding dishonest
websites through Web-Graph clusters [33].

1.1 Web-Graph

The Web-Graph is a graph structure formed by websites and the hyperlinks between them.
These hyperlinks allow users to hop from website to website, in what is classically called surfing
the web. All these websites linking to other websites form a directional graph structure which
is referred to as the Web-Graph.

This Web-Graph can be investigated in methods similar to social network analysis [43]. SNA,
originating from sociology, investigates people and the connections that they have with other
people. These people are all different, and so are the purposes of the connections that they
may have between them. Either way, the social network around a person can be used to say
something about that person.

The same concept holds on the Web-Graph. Many different sites can link to other sites for a
variety of reasons with a variety of contexts. The community that a website exists in can be
used to make certain judgments about that website. As such, a website may be judged by the
company they keep”.

1.2 Research Questions

Since there is a wide range of ways that a graph section can present itself there is a need to
find a consistent method to reduce the whole Web-Graph structure to usable components. The
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current research investigates the use of Web-Graph clustering for this specifically. By applying
methods to make clusters using the graph-structure, it may be possible to draw conclusions
about a website based on its clusters. The main question that this research intends to answer
is how graph-clustering can be applied to the Web-Graph and how these clusters can be used
to identify malicious websites.

This research question contains two core parts. Firstly, it addresses a method of clustering.
Second, it attempts to demonstrate value of these clusters by identifying malicious websites
with them.

1.3 Clustering

There are several methods available for the former. Chapter 2 explores this by attempting to
improve an existing Genetic Algorithm for Graph Clustering. Specifically, it takes a critical
look at the design of CC-GA [53]. CC-GA is a Genetic Algorithm that attempts to optimize
modularity [41], a metric for clustering quality. That chapter therefore aims to answer the
question of how CC-GA may be improved to achieve a modularity as high as possible, as
fast as possible. Chapter 2 describes some theoretical issues that CC-GA has, leading to a
hypothesis that there is indeed room for improvement.

1.4 Malicious Website Identification

Chapters 3 and 4 investigate how constructed clusters may be applied to identify malicious
websites. Specifically, they respectively explore a Trust Score regression task where an existing
trust-score is improved using graph clusters, and a fake-news classification task where dedicated
fake-news sites are identified by the known fake news sites in their cluster.

1.4.1 Trust Score Re-estimation

As a demonstration of possible use for Web-Graph clusters an investigation into their use for
Trust Score re-estimation is performed. For this an existing Trust Score estimation method
already exists [39] and needs to be improved. The existing Trust Score considers intrinsic
properties about the website, for example whether they have an SSL certificate. The new
research attempts to improve upon this by collecting nearby websites, either with BF'S or from
the cluster, and try to re-estimate a website’s Trust Score based on the Trust Scores of nearby
websites. Specifically, it aims to answer whether collecting these nearby websites from a cluster
gives a better accuracy than collecting nearby websites using BF'S. It is hypothesized that using
clusters can filter out neighbours that are less relevant as they belong to a different community:.

1.4.2 Fake News Classification

Another demonstration of what Web-Graph clusters may be used for is given as a Fake News
site classification task. This is considered a particularly potent candidate as the Fake News
topics may form specific communities, and link to each other as sources. Research on Fake News
site classification is currently rather slim, as most research is focused on Fake News through
Social Media. To get a relative value of the clusters a classifier based on Stochastic Block
Model (SBM) clusters [31] as features is compared to a classifier using extracted keyphrases as



8 CHAPTER 1. INTRODUCTION

features. Chapter 4 subsequently intends to answer the question whether SBM clusters are a
good feature for Fake News site classification compared to extracted keyphrases. It is expected
that extracted keyphrases are a better reflection of the content on the site than the clusters,
thus resulting in a better classifier. However, considering the idea that Fake News persists
in echo-chambers it is expected that the clusters could also result in a rather good classifier.
Ultimately, since both these features reflect different information sources, it is expected that a
classifier with both feature sets performs best.



Chapter 2

Improvements to CC-GA for
Web-Graph Clustering

Abstract The links between websites can be agglomerated into a graph structure. Graph-
clustering Genetic Algorithms are applied to maximize Modularity, a measure of community
structure. An efficiency improvement to CC-GA is found by applying a stochastic variation
of the initial population generation. This vastly speeds up convergence. Nonetheless, the
research concludes that genetic algorithms are not the best fit for maximizing modularity. The
parallel research area of statistical inference of Stochastic Block Models outperforms any genetic
algorithm for graph clustering. These two fields work with different measures of quality and
are therefore rarely compared. The conclusion from this comparison is that Genetic Algorithms
are inferior to statistical inference algorithms for graph clustering.

2.1 Introduction

The World Wide Web is named after the connective structure that underpins the internet archi-
tecture. This network structure not only exists as the system routing packages and connecting
devices, it also exists on a macro scale as websites linking to each other. ”Surfing the web” as
it was called in the first decade consisted of hopping from website to website through links.

For most of the websites that people visited the user doesn’t need to know the url, instead we
rely on the websites that we do know to link us to the unknown websites with more information
that we want. A great example of this can be found in the sources of Wikipedia. The user
doesn’t need to know the urls of the sources from a Wikipedia article, but they can click the
relevant links to read further into the topic.

Aside from these hubs an appreciable amount of linking is used for referring users to affiliated
websites. A charity might link to sponsoring companies, or an online retailer might link to their
suppliers. These links provide a more interesting effect, in that they show some contentual
relationship between a sender and receiver. Several aquarium retailers may link to their fish-
supplier, which might also share some links with aquarium maintenance advice. By collecting
the cluster of websites that are connected through these links it may be possible to isolate a
set of websites that are related to each other.
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2.2 Clustering

Clustering a graph is far from trivial. Several surprisingly challenging problems come up. The
first problem is to exactly define what a good clustering is. The definition of a good clustering
is often problem specific. For one: some problems might prefer larger clusters, while others
prefer smaller clusters. The second part in this is that what constitutes a valid clustering is
also problem dependent. There are definitions and algorithms for overlapping clustering, where
any vertex may be part of multiple clusters, but there are also cluster definitions where any
vertex may or may not be part of a cluster [54]. There are even hierarchical clustering tasks
where each cluster is clustered into sub-clusters [32], which in turn gives an entirely different
clustering result and challenge.

2.2.1 Solution Definition

The current research focuses on non-overlapping, non-hierarchical clustering. This is a com-
paratively simple problem definition, which most importantly gives a very simple to interpret
result. It finds that every vertex is in one cluster, which can simply be indexed. While the
results are easy to work with, they are not easy to achieve. With a walid clustering defined, a
good clustering still needs to be defined. On small graphs people can easily make an intuition of
where to cut clusters, provided that the graph is intuitively visualized, but a formal definition
is not trivial. Depending on the formal definition certain aspects and situations might not be
clustered as the human intuition would have wanted it [54]. A commonly accepted option is
the Modularity measure for graph clustering [41]. Here, Modularity and thus the goodness of

a clustering is defined as follows:
oo [l (K
=R 2L

Where n is the number of clusters, L. is the number of edges within cluster ¢, L is the total
number of edges within or between clusters, and K. is the average number of edges (within
and between clusters) of the vertices in ¢. Taking a look at this definition shows that indeed
having more edges within the cluster relative to the severed edges outside the cluster results in
a higher modularity score.

While modularity is commonly used in Social Network Analysis [41] to make clusters similar to
the task at hand here, it is still flawed. Modularity suffers from a resolution limit. Modularity
fails to identify clusters smaller than v/2L [34] so that they get merged together. Optimistically,
this bug may be dubbed a feature, as it ensures that the size of the clusters is consistently
proportional to the size of the graph. Regardless, modularity is generally accepted as an
acceptable solution [41], while its flaws are acknowledged.

This allows a formal solution to be defined, which is the clustering for a given graph which
maximizes Q. Now a solution may be proposed and evaluated, and it is even theoretically
(though not practically) possible to find the best solution through an exhaustive search.

(2.1)

2.2.2 Proposing Solutions

Accepting modularity as the quality of a solution, the most difficult task is to propose the right
solution. Evaluating a proposed solution is now trivial, though slightly costly depending on the
size of the graph. Any proposed solution should exist within what is referred to as the search
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space. The search space is the space of all possible solutions that may be proposed and evalu-
ated. Within this search space lies at least one globally optimal solution, which is ultimately
the desired outcome. For the task of clustering a graph with v vertices, therefore allowing up to
v clusters, there are v¥ possible solutions. For a graph with v = 10 vertices, assuming 1 second
to calculate the modularity it would take over 300 years to try all possible solution with the
exhaustive search previously suggested. Graph clustering has been proven to be an NP-hard
problem [15], but no polynomial time algorithms are available. Between polynomial algorithms,
and exhaustive searches exists a middle ground for clever solution sampling strategies.

2.2.3 Genetic Algorithm: General Concept and Clustering Imple-
mentation

Genetic Algorithms [38] are a biologically inspired class of algorithms that can be used to
sample solutions from large search spaces provided that a performance can be quantified. They
rely on Darwin’s theory of evolution to propose various solutions that may be evaluated by
their quantified performance. In the biological version this sample space is a genetic encoding,
and the quantifiable performance is whether the genetic encoding produces a creature that is
able to produce offspring so that their genes may be propagated.

When Genetic Algorithms are re-applied to solve other tasks some key components are required:

e A genetic encoding and a way to generate one
e A fitness function to evaluate an encoding
e An offspring function to create a new encoding

— with crossover function based on parents with fitness values

— and a mutation function

The following sections will describe how these can be implemented in general cases, as well as
how they can be specifically implemented for the task of graph clustering.

Genetic Encoding and Generation

In order to propose a solution some formalized and consistent encoding is required. This may
be designed in any way provided that the subsequent fitness and offspring functions can be
applied to them. In biology we see that the genetic encoding is (mainly) the actual sequence
of nucleobases adenine, cytosine, guanine and thymine that make up the DNA.

An example of an encoding can be found for the iconic Traveling Salesman Problem, where a
salesman has to visit a number of locations and return home in the shortest distance possible.
A simple encoding for this is to enumerate all the locations and encode a proposed solution as
the sequence of locations visited [13]. This can then easily be translated back into the actual
route. A TSP encoding is subject to the constraint that every city occurs exactly once in the
encoding. Therefore a simple way to make an initial sample is to shuffle the cities and encode
the path as such.

A wholly different example is Cooperative Synapse NeuroEvolution, where the weights of a
Neural Network are learned to optimize any kind of task, including fighting forest fires [22].
For this an encoding can simply consist of the weight for each synapse in the Neural Network.
In order to generate an encoding in this sense a weight for each synapse needs to be sampled
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from some distribution. Any distribution will technically work, but some will work better than
others. For a practical application a sensible range is essential, but a sensible distribution could
also be very important.

For the graph-clustering problem at hand locus-based adjacency representation is typically the
representation of choice [53, 56]. In this representation each node in the graph is connected
to exactly one other node in the graph. When a set of nodes are linked to each other they
are considered as one cluster. By connecting two nodes to each other, or nodes connecting to
nodes that are already in their cluster, the graph gets disconnected into disjoint clusters. This
encoding allows for an easy generation of an initial sample by selecting a single neighbor for
each vertex as their connection. Selecting a connection only from the neighbors already makes
a lot of bad clusterings impossible. By only allowing vertices to cluster with their neighbors it
becomes impossible for a cluster to be split into two disconnected sections of the same cluster.
This was technically possible in the problem definition, but would definitely give a bad result.

The Fitness Function

With a genetic encoding of a solution available, the next task is to evaluate that solution. This
is done according to a fitness function. Since the Genetic Algorithm is exclusively tuned to
score maximally on the fitness function it is important that the fitness function exactly reflects
the desired goal.

For the task of the TSP this is trivial: take the series of location and sum the distances traveled
from one location to the next. For a practical application of the same problem it should be noted
that human common sense is generally neglected by algorithmic optimization so practicality
like travel time or cost are ignored if they are not defined in the fitness.

A slightly challenging fitness function is found in hyperparameter optimization for stochastic
learning [63]. In this case the fitness can simply be the accuracy that the learning system
achieved for a given set of hyperparameters. The challenge here is that learning processes are
often stochastic, so that even with the same encoding it is possible to get different fitnesses.
Nonetheless, the genetic algorithm will still converge around a local optimum as the random
sampling is more likely to persist in high fitness regions.

The fitness function for the clustering is of course the Modularity with its features and its
flaws. Fortunately this is fully deterministic, so synonymous encodings that produce the same
clusters in locus-based adjacency representation can be known to have identical fitnesses without
requiring the modularity to be re-computed.

Offspring

The improvement that the Genetic Algorithm makes against random sampling comes from
the way offspring is generated. Rather than simply trying solutions and seeing how well they
perform, the Genetic Algorithm needs a way to generate candidate solutions based on the
success of solutions it already knows. This is how a Genetic Algorithm is able to reasonably
effectively explore the search space to find decent solutions.

Figure 2.1 illustrates how this producing of offspring compares against random sampling. The
Genetic Algorithm ensures that the search space is mostly explored around areas which have
been shown to give good performance. This works on the assumption that solutions that
are similar (close to each other in search space) will have a performance that is also similar.
Exploring solutions that are similar to once with good performance helps ensure that the new
solutions will have a similarly good performance.
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Figure 2.1: The figures above show 6 generations of the search process of Random Sampling and
a Genetic Algorithm across an artificial 2D performance landscape (Perlin Noise [48]). Light
gray points are samples that have been explored and rejected. Dark gray points are points that
are tried and among the top 50%. Green points are samples that are newly introduced and
have not been evaluated.

The way offspring is generated is subsequently a significant factor in performance of a Genetic
Algorithm. Generating offspring always involves some choices to be made. Firstly the choice
stands of how to select parents. A universally acceptable strategy is to pick any 2 random
parents from a set of top-performers [53, 56, 63, 22|, but other strategies exist and may perform
better [52].

The crossover and mutation operations jointly decide what offspring comes from two parents.
The way these can be implemented fully depends on the task and genetic encoding. The simple
demonstration in figure 2.1 can take the mean of both parents with some normally distributed
noise in both dimensions to create a child that is around the average of both parents.

Other problems, like the TSP and the clustering task at hand do not have a valid solution
in their average vector. Instead for the clustering task at hand ”Uniform Crossover” is used
[53]. With uniform crossover each parameter is randomly selected from either parent. As from
the genetic encoding described in 2.2.3 each vertex’ preserved connection is randomly selected
from the vertex’ preserved connection of either parent. The mutation is then done by randomly
changing some preserved connections in the locus-based adjancency representation.

2.2.4 A Genetic Algorithm for Clustering

The genetic encoding, population generation, fitness function, and crossover come together to
form a ”basic” genetic algorithm to perform the clustering task. Algorithm 1 demonstrates this
reasonably simple procedure. The algorithm shows the steps of generating an initial population,
selecting parents based on their performances, and generating offspring based on the encoding
of the parents as described above. A slight addition is the patience of the genetic algorithm.

The optimal score that can be achieved is not known for this problem, so the GA could continue
searching forever as there is no end state. Instead, a stopping criteria is implemented. This is
fairly trivial: if there has not been any improvement for the last ¢ iterations, it seems unlikely
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that there will be an improvement over more iterations.

Algorithm 1: Basic Genetic Algorithm for graph clustering
Input : Graph: G
Population size: N = 200
Parent rate: p = 0.5
Mutation rate: m = 0.15
Patience: t = 20
Result: Chromosome in locus-based adjacency

for N do

‘ Population < Population U createRandomAdjacency(G)

end

while 7 < t do

for 0 - N -pdo

Candidates <— Population N Parents’

Parents < ParentsU argmax . congidates @ (€)

end

for N-p — N do

po + selectRandom(p € Parents)

pp < selectRandom(p € Parents) such that p, # p,
child < uniformCrossover(pq, pp)

child < adjacencyBasedMutate( child, m)
Children <— child U Children

end

if Je € Children A Jp € Parents A Q¢(c) > Qa(p) then
| 14+0

end

Population <— Children U Parents

Parents < O

Children < O

end

The simple GA for clustering described in Algorithm 1 provides some solution for the task at
hand. Unfortunately, this GA may take quite a few iterations to converge to an optimum. As
an improvement to this version Said et al. (2018) proposes a Cluster-Coefficient based Genetic
Algorithm in order to achieve faster convergence and better found optima.

2.3 CC-GA

The basic-GA provides a very naive way of exploring the search space. Samples are constructed
without any meaningful graph understanding. CC-GA[53] intends to improve upon that by
incorporating the clustering coefficient of vertices in the graph into the sample generation
process.
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2.3.1 Clustering Coefficient

The clustering coefficient is a measurement from Social Network Analysis that describes the
connectedness of a vertex [61]. It is formally defined as:
L

C; = 2—Ki(Ki =) (2.2)
Where K; is the number of neighbours that vertex ¢ has, and L; is the number of links between
those neighours. Note here that the clustering coefficient is not a measure that describes made
clusters, it only describes the strength of local community structure on the original graph.
This is a reasonably intuitive concept when thinking about social networks: suppose Isabelle
has three friends John, Kyle and Lei. If John, Kyle and Lei are all friends between each other
then C;=1. If j, k & [ do not know each other then C; = 0.
With this definition the clustering coefficient gives an indication of how clusters may be formed.
If John finds that they’re connect to Isabelle with C; = 1, then John should likely be in a cluster
with Isabelle.

2.3.2 Incorporating the Clustering Coefficient

Said et al. [53] applies this clustering coefficient to the initial population generation step in
the Genetic Algorithm. Since the initial population can have a big impact on the behaviour of
the population in later epochs they make some additional adaptations to fit their new initial
population.

The initial population is determined by connecting each vertex to the neighbour with the higher
clustering coefficient. If a vertex has multiple neighbours with the same clustering coefficients
one of them is randomly chosen. This generates an initial population of near-identical samples
that are all very good candidates. By connecting each vertex to its neighbour with the highest
clustering coefficient the locus-based adjacency encoding will start with smaller good clusters.
Said et al. [53] demonstrates that the CC-based initialization also identifies local bridges and
disconnects clusters there. A local bridge is a vertex of which none of the neighbours are
connected between themselves, i.e. they have a clustering coefficient of 0.

Adjusting for small Clusters

The initial population generated by CC-GA consists of many small clusters, often smaller
than the resolution of modularity (). In order to ensure that small clusters are merged into
appropriately size clusters CC-GA implements an additional mutation step.

Next to the traditional mutation discussed in section 2.2.3, CC-GA also mutates the children
by randomly connecting two clusters. This is done by randomly selecting a node v; € C, where
C, is a randomly selected cluster. From v;’s neighbours one node is randomly selected under
the requirements that this not is not in the same cluster. In the case that all neighbours are in
the same cluster, then another random vertex v; € C, is chosen for the same operation.

2.3.3 Additional Modularity Checks

An additional feature that Said et al. [53] implement in their CC-GA are intermittent eval-
uations of their offspring. After crossover, after traditional mutation and after the extended
mutation the modularity of the chromosome is evaluated. Only when the change provides
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an improvement the improved chromosome is added to the population. This also means that
members of the population are only removed by substitution with a better chromosome. Ad-
ditionally, rather than looping over the parents until the population is refilled each parent is
selected once per epoch to mate with a random other parent.

2.3.4 Weak Points

The current research intends to improve upon the CC-GA by identifying theoretical improve-
ments to CC-GA, and testing these improvements on the Web-Graph.

For that purpose, this section describes potential issues that CC-GA may have, so that im-
provements can be suggested in section 2.4.

The first vulnerability is the very short field of view that the clustering coefficient considers. The
clustering coefficients as used in CC-GA only considers first order neighbours for the scoring,
but especially larger graphs may end up having their clusters significantly larger than that. A
clustering coefficient that considers higher order neighbours is proposed in 2.4.1.

The second issue that the current research considers is the minimal spread of the initial pop-
ulation. Typically, Genetic Algorithms build their initial population from random variations
across the search space. This is done to build a very rough impression of the whole performance
landscape, to stochastically converge into one or more optima. The initialization procedure for
CC-GA makes all samples in the population nearly identical to ensure that all samples in the
initial population start at a high-performance strategy. The disadvantage of this may be that
this puts the system at risk of reaching a limited-performance local optimum as it does not
sufficiently explore the search space. It also means that the population first needs to diverge to
start exploring the local search space, before it can converge to a local optimum. This compar-
ison is visualized in figure 2.2, which shows 6 epochs with random initialization, a best-guess
initialization which CC-GA has, and a best-guess initialization with injected noise to increase
the spread. Figure 2.2 suggests that an improvement may be made by adding noise to the
CC-GA initialization procedure. Section 2.4.2 proposes such a method.

Genetic Algorithm GA with best-guess initialization GA with noisy best-guess initialization

. . . 9. [ Y L e .%. % !
L] : ‘.. °
o ‘ ¢
(a) Typical GA initializa- (b) Best-guess initializa- (c) Best-guess initializa-
tion tion as CC-GA tion with injected noise

Figure 2.2: The figures show 3 different initialization methods and how they affect convergence
behaviour over 6 epochs. Light gray points are samples that have been tried and rejected. Dark
gray points are points are tried and among the top 50%. Green points are samples that are
newly introduced and have not been evaluated. The typical GA starts over the whole search
space and converges to an optimum. The best-guess initialization diverges from its initial
position to converge to a nearby optimum. Best-guess initialization with injected noise starts
with a spread around the high-performance part and converges to an optimum.
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Third, the crossover procedure is evaluated. The uniform-crossover method used in CC-GA
might not be the best fit for locus-based adjacency representation. Successful Genetic Algo-
rithms for the TSP use crossover methods that preserve some meaningful parts of the encoded
solution [35]. For the TSP such meaningful parts are sections of the path that an encoding
makes. If a certain segment is already perfect, then the Genetic Algorithm is able to pass that
perfect segment on and pair it with another perfect segment from a different chromosome to
reach an even better offspring. The uniform-crossover does not ensure such idealized crossover.
Instead, the uniform-crossover performs crossover at the smallest atomic level, rather than in
some meaningful large sections of the solution. Section 2.4.3 proposes a crossover alternative
that preserves larger meaningful sections.

Lastly, the mutation step also leaves some room for improvement. A uniform mutation prob-
ability ignores the fact that certain parts of the entire encoding are quantifiably better than
others. This ties onto the previous issue, as they are both focused on acknowledging the fact
that certain parts of the clustering may be "solved”, while other parts may be hardly decent.
Section 2.4.4 provides a mutation rate that is variant to the quality of a certain gene.

2.4 Improved CC-GA

Having identified several potential limitations of CC-GA the current section describes solutions
to these limitations. These improvements can then be implemented as adaptations of CC-GA
and evaluated on a set of Web-Graph samples in section 2.6.

2.4.1 Extended-CC-GA

The first proposed improvement is to use an extended clustering coefficient instead of the first-
order clustering coefficient used in CC-GA. This addresses the issue of small-scoped clustering
coefficients, particularly for larger clusters. The extended-CC determines the clustering coeffi-
cient as the link density between the neighbours of a node at any given depth. This introduces
an additional hyper-parameter d to indicate the depth of the extended-CC. The following equa-
tion defines the extended-CC [1] for a vertex ¢ at depth d:

cd — Hwv}suv € Nildg,) (u,v) = d }|
i (|Nz‘|)
2
Note that the extended cluster coefficient, like the original clustering coefficient, describes the
strength of community structure around a vertex on the original graph. It does not build on a
generated cluster, but can be used as a heuristic to help build clusters.
It is trivial that the CC-GA can be considered as a special case of Extended-CC-GA with

d = 1. The extended-CC-GA may pose an improvement with d > 2, though the performance of
extended-CC-GA will not be expected to change after d exceeds the diameter [9] of the graph.

(2.3)

2.4.2 Stochastic Initialization CC-GA

The SI-CC-GA addresses the issue of initializing the population at a single point as visualized in
figure 2.2. A good solution here would still be centered around the point that CC-GA initializes
its population, but adds some amount of variance to the initial population.
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CC-GA initializes the population by connecting each vertex to its neighbour with the highest
Cluster Coefficient. Stochastic-Initialization CC-GA instead connects to a neighbour by a
weighted probability determined by the Cluster Coefficient. By applying SoftMax [64] to the
Clustering Coefficients vector a probability vector can be made and used for selecting a good
but randomized neighbour.

2.4.3 Cluster Crossover CC-GA

Clucro CC-GA implements a crossover alternative to preserve sections of meaningful size.
Whereas CC-GA applies crossover at the atomic level — taking each vertex randomly from
either parent — clucro CC-GA applies crossover at the level of clusters.

While TSP crossover methods can use partial matching crossover[35] to select sections as a
series of the sequence, the order of items in locus-based adjacency encoding is not meaningful.
Instead, sections should be selected based on the meaningful sets found in the solution. This
is done by selecting a cluster from a parent and copying all the vertices in the cluster to the
child. The Cluster Crossover then alternates between parents to find a cluster of which none
of the vertices are encoded in the child yet, so that cluster may be encoded in the child. When
no more clusters meet this constraint the remaining vertices are encoded according to Uniform
Crossover. This ensures that resulting encodings are still valid, and preserve larger parts of the
solutions from parents.

2.4.4 Quality Based Mutation CC-GA

A uniform probability of mutation ignores a quantifiable knowledge that certain parts of a
proposed clustering may be better than others. By determining which parts of the clustering
are better and which parts are worse, it is possible to modify the mutation probability as a
function of quality.

This quality can be assessed by a cluster’s modularity contribution. This is given in [12] as:

m 2m

G = — — (2.4)
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Where m; is the number of edges within the cluster, m. is the number edges exiting the cluster

and m is the total number of edges in the graph. This is different from the part of the sum of

el
m2
varying cluster sizes that may bias them towards smaller or larger parts of the modularity.
The mutation probability for each vertex can be determined by its normalized modularity
contribution. In order to still allow some mutation chance at the best clusters, while also
maintaining a limited mutation chance at the worst clusters, the probability of mutation for
each vertex is determined as:

less. This difference follows from the

the modularity for the given cluster, it is in fact

(1—q.)*xs+b (2.5)

Where s is a spread factor that indicates how far the highest and lowest risks range (set at
0.2), and b is a base probability (set at 0.05). ¢, here is the cluster contribution normalized to
range [0,1]. This gives the vertices in the worst performing cluster a mutation probability of
0.25, while the vertices in the best cluster have a mutation probability of 0.05. This results in
an average mutation rate of 0.15, equal to that of CC-GA [53].
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2.5 Stochastic Block Model Based Clustering

While the current research proposes suggestions to improve the available Genetic Algorithms for
clustering, it is important to keep an eye on alternative solutions. Comparisons between various
GA-based clustering algorithms are intuitive to make as they live in the same domain. However,
the entire clustering task has also been addressed from a statistical inference perspective, rather
than as an optimization task.

This perspective creates a model of cluster-like blocks with certain probabilities to link between
and within them [31]. Different models can be proposed by putting different nodes together in
different blocks, they are then evaluated on their entropy.

In this scope efficient Markov chain Monte Carlo sampling [45] has been applied to block model
optimization. Here, changes to a previous block model are randomly proposed and accepted
according to the Metropolis-Hastings algorithm [30], where the probability of accepting a change
is given as a function of the entropy difference.

While MCMC based block model inference and GA based clustering are both valid approaches
in their own right, by being defined in different domains they are not normally compared. In
order to give some perspective to the GA solutions Peixoto’s Python library Graph Tool [46]
also provides a modularity oriented variation of the MCMC based block model inference. This
allows the MCMC based approach to be compared against the GA approaches.

2.6 Experiments

With 6 Genetic Algorithms for clustering (classic, CC-GA, and 4 improvements), and an MCMC
blockmodel inference method, the subsequent goal is to find the best! The problem at hand
is the clustering of websites in a graph. Since this graph would actually consist of over 300
million vertices no Genetic Algorithm can reasonably be ran on the entire network. Instead, 6
sub-graph samples are collected from the internet with more reasonable sizes. Each sub-graph
is collected by selecting a single node in the entire network and traversing all incoming links
in Breadth First Search until 8192 vertices are collected. Since some vertices quickly have far
more neighbours than that a limit is set that only 1024 neighbours are allowed for each vertex.
Table 2.1 provides some metrics for an understanding of the graphs.

Root Hostname Edges | Mutuality | Transitivity | Density | Global CC
genderlinks.org.za 8571 | 0.00281 0.00000 0.00013 | 0.00037
www.dataprovider.com | 10752 | 0.03704 0.00041 0.00016 | 0.02090
www.gnatus.com.br 10899 | 0.06512 0.00088 0.00016 | 0.02570
www.thedogbakery.com | 13713 | 0.17588 0.01201 0.00020 | 0.18140
zeelearn.com 12388 | 0.22952 0.01006 0.00018 | 0.16637
zest.net.au 10418 | 0.04514 0.00243 0.00016 | 0.00664

Table 2.1: Metrics of the 6 internet sub-graphs collected.

Some of these metrics should come with a slight clarification. The number of edges is an
intuitive concept, but it should be noted that since 8192 vertices are collected, each graph will
have at least 8192 edges. Mutuality is the ratio of directed edges that also have an oppositely
directed edge, that is: p[(y,z) € E|(z,y) € E]. It is interesting to find the mutuality for certain
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sub-graphs is much larger (up to 100x) than that of others. This is partly due to the number
of edges, but may also indicate that different parts of the internet behave differently. The
transitivity indicates the chance that when a website is a second order neighbour of a website,
that it is also a first order neighbour. That is: p[(z, z) € E|(x,y) € E, (y,z) € E]. This seems
to follow a trend that is similar to the mutuality. The density (p((z,y) € E|lx € V,y € V))
is fairly low for all nodes. This follows expectations, as websites tend to only link to a fairly
limited number of websites, even though there are millions. The Global Clustering Coefficient
[40] is defined as:

number of triangles

C =3x (2.6)

number of connected triples

This is a measure of how clustered the graph is in a range [0, 1]. While the graphs don’t all
have a high clustering coefficient, this does not mean that the graph cannot be clustered well.
It only indicates the extend to which the graph is inherently clustered.

With the datasets and the algorithms defined an experiment can easily be performed. In order
to ensure a fair measurement each algorithm is applied to each graph sample 10 times. The
parameters are kept consistent with the parameters proposed for CC-GA[53]. The performances
will be evaluated on the distribution of final modularities, but the computational time will also
be considered.



CHAPTER 2. IMPROVEMENTS TO CC-GA FOR WEB-GRAPH CLUSTERING 21

Algorithm | Start site Score | Std.dev(score) | CPU time | Std.dev(time)
CC-GA www.dataprovider.com | 0.8736 | 0.0009 9672 1904
GA www.dataprovider.com | 0.8737 | 0.0015 2896 1755
CC-GA zeelearn.com 0.8684 | 0.0009 9695 1711
GA zeelearn.com 0.8682 | 0.0019 3132 1872
CC-GA genderlinks.org.za 0.9060 | 0.0003 11199 2493
GA genderlinks.org.za 0.9049 | 0.0006 4037 1483
CC-GA www.thedogbakery.com | 0.7887 | 0.0004 12906 2107
GA www.thedogbakery.com | 0.7881 | 0.0007 4152 1945
CC-GA zest.net.au 0.7795 | 0.0019 4205 2361
GA zest.net.au 0.7756 | 0.0035 3226 1321
CC-GA www.gnatus.com.br 0.8343 | 0.0012 7967 1750
GA www.gnatus.com.br 0.8322 | 0.0017 3226 1321

Table 2.2: Modularities and CPU seconds for CC-GA compared to GA for 6 graph samples.

2.7 Results

Firstly, the performance from the CC-GA[53] is reproduced in table 2.2. This does indeed show
a marginally better performance compared to standard Genetic Algorithms, however, it also
shows that computational cost is about 3-4x as large. The effect generally persists throughout
the different graph samples. In only 3 cases (genderlinks.org.za, p i 0.0001, zest.net.au, p =
0.0062, gnatus.com.br, p = 0.0051) it can really be said that the CC-GA got a signicantly
higher final modularity (a = 0.008 after Bonferroni correction [62]). .

In order to assess the value of the proposed extended-CC variation to CC-GA various extended
clustering coefficient depths are displayed in table 2.3. This shows a minimal difference in
performance between the different depths. The variations do not seem to keep any consistent
trend, and are minimal compared to the standard deviations, so they may be fully attributed
to noise. However, the computational costs do follow a clear trend. The computational cost
seems to steadily increase with the depth of the extended-CC. This effect holds generally across
the different sub-graphs. It is worth noting here that extl is actually identical to the original
CC-GA, as this also uses a CC-depth of 1.

Table 2.4 demonstrates the performances of the various proposed adaptations to CC-GA. While
stochastic initialization performs on-par with CC-GA modularity wise, none of the proposed
alternatives get consistently higher modularities. However, they do all converge consistently
faster. Here, clustered crossover converges the fastest, but also has the lowest final modularities.
From these variations, stochastic initialization seems to perform the best overall. It gives a
respectable reduction in time cost compared to CC-GA, while keeping the modularity on-par.
To investigate the effect that combining the changes have, figure 2.3 compares the combination
of SI, QD and clucro to their individual effects. The combination of ST and clucro is much faster
than the individual speed improvements. However, they do reach a lower final modularity than
CC-GA. As also shown in table 2.4, clucro gives a much worse final modularity while SI remains
on-par with CC-GA. Their combination actually relieves part of the decreased performance that
clucro has. Adding QD appears to possibly give a marginal improvement in performance, but



22 CHAPTER 2. IMPROVEMENTS TO CC-GA FOR WEB-GRAPH CLUSTERING

Algorithm | Start site Score | Std.dev (score) | CPU time | Std.dev (time)
extl www.dataprovider.com | 0.8736 | 0.0009 9672 1904
ext3 www.dataprovider.com | 0.8742 | 0.0011 13135 1979
exth www.dataprovider.com | 0.8744 | 0.0012 15334 3217
extl zeelearn.com 0.8684 | 0.0009 9695 1711
ext3 zeelearn.com 0.8682 | 0.0013 11626 2967
exth zeelearn.com 0.8685 | 0.0012 12433 3028
extl genderlinks.org.za 0.9060 | 0.0003 11199 2493
ext3 genderlinks.org.za 0.9060 | 0.0003 12977 2005
extd genderlinks.org.za 0.9060 | 0.0002 12440 1737
extl www.thedogbakery.com | 0.7887 | 0.0004 12906 2107
ext3 www.thedogbakery.com | 0.7888 | 0.0003 10752 2134
extd www.thedogbakery.com | 0.7886 | 0.0004 14067 1946
extl zest.net.au 0.7795 | 0.0019 4205 2361
ext3 zest.net.au 0.7801 | 0.0011 13280 36367
exth zest.net.au 0.7809 | 0.0020 14084 2546
extl www.gnatus.com.br 0.8343 | 0.0012 7967 1750
ext3 www.gnatus.com.br 0.8334 | 0.0012 10405 2253
extH www.gnatus.com.br 0.8317 | 0.0032 12274 3842

Table 2.3: The performance of the extended-CC variations for different depth are given. ext
i indicates an extended-CC depth of i. The final modularities in (a) have minimal differences
between the extended-CC depths. On the other hand, the computational costs seems to increase
steadily with the depth.

does so at a vastly increased computational cost.

While table 2.4 and figure 2.3 show that SI and clustered-crossover-SI give respectable im-
provements to previous GA-based clustering, figure 2.4 shows that the MCMC-based clustering
outperforms them still. The MCMC-based clustering in fact gives an often much higher final
modularity, while still taking only a fragment of the CPU time of the best GA-based solution.
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Algorithm | Start site Score | Std.dev (score) | CPU time | Std.dev (time)
CC-GA www.dataprovider.com | 0.8736 | 0.0009 9672 1904
SI www.dataprovider.com | 0.8735 | 0.0013 4367 2318
QD www.dataprovider.com | 0.8701 | 0.0014 7950 3918
Clucro www.dataprovider.com | 0.8556 | 0.0003 5598 1701
CC-GA zeelearn.com 0.8684 | 0.0009 9695 1711
SI zeelearn.com 0.8678 | 0.0011 5654 1781
QD zeelearn.com 0.8608 | 0.0022 7699 3499
Clucro zeelearn.com 0.8504 | 0.0010 3248 1050
CC-GA genderlinks.org.za 0.9060 | 0.0003 11199 2493
SI genderlinks.org.za 0.9062 | 0.0004 8796 2451
QD genderlinks.org.za 0.9007 | 0.0005 12937 5841
Clucro genderlinks.org.za 0.8989 | 0.0003 8328 1813
CC-GA www.thedogbakery.com | 0.7887 | 0.0004 12906 2107
SI www.thedogbakery.com | 0.7885 | 0.0004 8918 3471
QD www.thedogbakery.com | 0.7848 | 0.0006 8000 3672
Clucro www.thedogbakery.com | 0.7811 | 0.0016 6426 1984
CC-GA zest.net.au 0.7795 | 0.0019 4205 2361
ST zest.net.au 0.7785 | 0.0021 4400 1661
QD zest.net.au 0.7631 | 0.0008 9587 4928
Clucro zest.net.au 0.7487 | 0.0016 2611 459
CC-GA www.gnatus.com.br 0.8343 | 0.0012 7967 1750
SI www.gnatus.com.br 0.8340 | 0.0018 6189 3716
QD www.gnatus.com.br 0.8182 | 0.0013 5928 3210
Clucro www.gnatus.com.br 0.8166 | 0.0005 4988 2205

Table 2.4: he performance of different proposed CC-GA modifications. QD indicates the Qual-
ity Driven mutation variation, SI indicates the Stochastic Initialization variation, and clucro
indicates the Clustered Crossover variation. Overall, SI performs on-par with the original CC-
GA in terms of modularity, while QD performs slightly worse and clustered crossover performs

worse still. However, the variations do offer time benefits. Clustered crossover is generally the
fastest to converge, followed by SI, QD and CC-GA.
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(a) Final modularities for different combinations of SI, QD and clucro compared
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(b) CPU time different combinations of SI, QD and clucro compared to CC-GA.

Figure 2.3: The performance of different of SI, QD and clucro, compared to CC-GA. SI keeps
a modularity on par with CC-GA, but the rest all perform worse. Clustered crossover gives the
worst modularity, followed by its combination with ST and QD. In the computational costs (b)
the combination of stochastic initialization combined with clustered crossover performs best.
QD does not provide a reliable decrease in computational time.
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(a) Final modularities for different best GA-based contenders compared to
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(b) CPU time for different best GA-based contenders compared to MCMC-based
clustering.

Figure 2.4: The performance of CC-GA and the suggested variations are compared to MCMC-
based clustering. It is clear the stochastic initialization, or stochastic initialization combined
with clustered crossover gives an appreciable improvement in overall performance compared
to previous GA-based clustering solutions. However, the MCMC-based clustering algorithm
finds a much better final modularity, while still taking less CPU time than the best GA-based
solution.
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2.8 Discussion

The results show that the Stochastic Initialization variation to CC-GA is better than CC-
GA was. It therefore provides a new best Genetic Algorithm for modularity-driven graph
clustering. This improvement is in the vastly decreased computational cost, without trading
anything on the quality of the solution. This speed improvement can only be attributed to
faster convergence, as the operations are otherwise nearly identical.

The clustered-crossover combined with Stochastic Initialization gives an even larger speed im-
provement, but at the cost of some quality of the solution. This makes the comparison to
CC-GA a bit more difficult. The improvement in speed follows from the number of iterations
that are required until convergence, but CC-GA might just be slower here as it continues to
find better solutions where the new algorithm fails to provide these solutions.

It is as expected that the Stochastic Initialization gives this time improvement. By spreading
around the initial population as demonstrated in figure 2.2 it takes fewer iterations to find the
same solution that would also otherwise be found by CC-GA. Since the convergence behaviour
remains the same, and since the starting population starts in the same area it should be expected
that the same solutions will be found in fewer iterations. Therefore, it is as expected that the
SI adaptation improves on CC-GA. Figure 2.5 shows how stochastic initialization is able to
perform so much faster than CC-GA. By having more variation in the initial population, at
least one of the members of the population will be really good. From this great start there is
no-longer a lot of space for improvement.
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Figure 2.5: Modularities over time for the Dataprovider.com graph sample plotted for 10 dif-
ferent runs. SI starts with a much higher modularity, but both SI and CC-GA converge to
roughly the same similarity. Over time, SI hardly improves from its starting position.

Unfortunately, the extended-CC adaptations did not provide any respectable improvement over
CC-GA. The theory was that the extended-CC would give a ”better” suggestion for an initial
population, but this does not seem to hold up. Since the CC-GA does not really consider the
actual value of the local CCs in the initial population step, but only considers their relative
ranking, it is possible that the highest ranked first-order CCs are also the highest ranked
higher-order CCs. This would be an explanation of why it does not provide any improvement
on the scores. An alternative is that the initial population for CC-GA does not benefit from
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extra accuracy. The CC (extended or not) is only a proxy for what would make a good
initial population, but the later convergence steps still need to explore away from that initial
population. This believe matches well with the result for Stochastic Initialization, where a
less accurate initial population does not persist in the final result. Naturally, the higher-order
extended CC-GAs also come with more computational cost simply to compute the higher-order
CCs. Figure 2.6 shows the effect that the higher-order CC has on the convergence behaviour.
The lower order CC initialization actually appears to give a better starting position, though
the higher order solutions converge to the same final quality. It could be the case that the lower
order CC is better because the clusters form as an agglomeration of these local connections, so
the higher-order CC is a worse advisor for local connections.
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Figure 2.6: Modularities over time for 2 of the graph samples plotted for 10 different runs. The
higher-order CCs have worse starting modularities, but they all converge to the same quality
final solution.

To investigate the lack of improvement from quality-driven mutation and clustered crossover
figure 2.7 presents their convergence behaviours compared to CC-GA. It appears that they do
indeed converge faster, but that they converge to some lower-quality local optimum. To further
investigate this in the future these alternatives may be run with some alternative parameters
that ensure more spread. This convergence behaviour does however show that these adaptations
may still be better than CC-GA, but that they need some parameter tuning to really show that
effect. Specifically, both of these adaptation are well suited for a temperature-based version
where over some number of epochs they turn into CC-GA. This would allow a future adaptation
to reap the benefit of the fast convergence upfront, while still preserving the detailed convergence
later.

For an explanation of the clucro-SI combination a quick look at figures 2.5 and 2.7 will suffice.
The modularity at the start of SI is higher than what clucro is able to converge to. The result is
that after initialization, no more improvements are found in the following epochs. This lets the
genetic algorithm end very quickly, explaining the impressive speed, while retaining the good
modularity from the stochastic initialization. In practice though, this means that clucro-SI is
no better than just doing the initial population step for stochastic initialization and neglecting
any other steps of the genetic algorithm.



28 CHAPTER 2. IMPROVEMENTS TO CC-GA FOR WEB-GRAPH CLUSTERING

Best modularities over time

ol (R O O
0.85 -
0.80 1
iy
5
= 0751
=
[=]
=
0.70 1 5
c_ga
065 od
™ ducro

o 2000 4000 G000 BOOO 10000 12000 14000
CPU time

Figure 2.7: Modularities over time for the Dataprovider.com graph sample plotted for 10 runs
of QD, clucro and CC-GA. QD and clucro converge faster, as indicated by the steep slope at
the start, but they settle at lower final modularities than CC-GA.

The consistency at which the various GAs get similar final modularities might suggest that they
may have reached a near-optimal solution. However, the far better MCMC-based clustering
shows that this far from true. It appears that the searching behaviour of any of these GA solu-
tions is not able to really find optimal solutions. The distinguishing factor that may be making
the MCMC-based solutions better is the more directed searching for a better solution that en-
tropy difference based Metropolis-Hastings sampling provides. This may allow it to effectively
search in all dimensions where an improvement could exist, while the GA solutions depend on
some low probability of sampling the correct changes without simultaneously sampling negative
changes.

2.8.1 Future Research and Conclusion

A simple and clear lesson that can be drawn from this research is that Stochastic Initialization
makes CC-GA better. Simultaneously, it could be concluded that the other solutions may
provide some benefit over CC-GA if their parameters are refined.

The more potent lesson to be learned from this however, is the cost that comes with the par-
allel distinct paradigms that are used to address the same problem. In this case, a substantial
body of research exists for graph-clustering by using genetic algorithms to maximize modular-
ity. However, in complete disconnect from the previous, a similar body of research for graph
clustering focuses itself on SBM optimization techniques to minimize MDL. Ultimately both
of these research areas serve the same purpose: make good clusters from graphs. However,
because they approach the task from different perspectives (problem-solving vs. statistical)
they invent different solutions, but also different methods of evaluation. The current research
puts these two niche sub-fields of parallel research side-by-side and finds that SBM optimization
shows much more potential than the current clustering.

For future research, the current paper recommends to avoid genetic algorithms for modularity
optimization. This is a heavy demand, as it suggests dropping an entire section of research. At
the very least, it should be considered a good recommendation to evaluate solutions from the
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Modularity optimization domain against solutions from the SBM domain. This brings some
perspective to claims of new state-of-the-art genetic algorithms for modularity optimization.
While new bests in a subfield have some value, they should be kept in perspective to the
ultimate goal of finding the best method for clustering, not the best Genetic Algorithm for
clustering.

This lesson applies generally for scientific research, expanding beyond the niche of graph-
clustering. Many scientific fields depend on various paradigms, but the somewhat organic way
that new research is produced may risk that certain topics are extensively researched within a
certain paradigm while a better solution already exists in another paradigm. This shows that
there is a lot of value to be gained by ensuring some collaboration between various scientific
disciplines.

If there is a specific need on maximizing GA-based graph clustering, research should be directed
at maximizing exploration in a valueable sense. Perhaps mutation rate can be increased for
variations where a heuristic indicates a potential for improvement, borrowing the idea from the
entropy improvement based metropolis-hastings sampling. As stochastic initialization showed
some very respectable improvement to performance, further building on CC-GA should always
use some variation of Stochastic Initialization.

It would also be interesting to further explore how much the variance on the starting population
may affect to performance after convergence. While the publication for CC-GA [53] claims that
the initial population is very important for determining the final result after convergence, figures
2.5 and 2.6 seems to indicate that the GAs converge to the same quality, regardless of the initial
population. By applying various bases for the Softmax formula or by adding some noise to the
CCs the initial population may be generated with a larger or smaller spread, which may or may
not have a meaningful effect on the quality of the converged population.



Chapter 3

Trust Score Re-estimation with
Web-Graph Clusters

Abstract To improve upon previously developed website Trust Score estimation the current
research uses the Web-Graph to predict Trust Scores so that the error distribution of both
systems may be combined to provide a theoretically better final estimate. Two methods of
collecting websites as features from the Web-Graph are explored: one cluster-based and the
other BFS-based. While both perform better than random guessing, there does not seem to
be a significant difference between them. Additional, it is shown that the size of the cluster
does not show any correlation to the accuracy of the estimator. Future research may verify the
theoretically better final Trust Score by collecting a new annotated dataset.

3.1 Introduction

Previous work by Mostard et al. [39] developed a classifier for identifying fraudulent e-commerce
websites. Based on these findings, a more general classifier was developed to offer a trust
indication for any website. This trust is determined as a Random Forest’s class probability of a
website being fraudulent. Such a Trust Score can allow individual shoppers to be cautious when
visiting a website, but it may also be used by governmental organizations or DNS providers to
actively combat untrustworthy websites.

The work by Mostard et al. [39] is exclusively but extensively directed at the content of the
individual website. Since the malicious web-developers behind fraudulent websites have control
over the content and properties of their site, they have the ability to adapt their websites in
such a way that these classifiers fail to detect them. For example, Mostard et al. [39] found that
the lack of an SSL certificate can indicate an untrustworthy website. Since desktop browsers
have generally adopted security warnings when SSL certificates are missing [5] malicious actors
have been incentivized to get such certificates. In this style, anything that is within a website’s
control to be adapted, may be adapted to benefit the website owner.

To overcome this, the estimation of Trust Scores may be augmented with features outside the
control of the website. The current research uses the Web-Graph [33] to further improve the
Trust Score as a reflection of the trustworthiness of websites. This is done by collecting other
websites that are near a website in question, and training a model to predict the Trust Score
of a website based on nearby websites.

30
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3.1.1 Joining Conditional Estimators

Both a Trust Score based on the website itself, as well as the Trust Score estimated based on
other websites are valid conditional estimators that can give an indication to the underlying
actual trustworthiness of a given website.

While estimators are typically used for their maximum likelihood prediction of the true value,
they can also be used to estimate a probability distribution. By considering the Trust Score
that is estimated and the distribution of errors that the estimator has shown, a probability
distribution can be constructed for the true trustworthiness with the mean as the estimated
Trust Score.

With two different estimators like this, one should find two distributions of where the true
trustworthiness of a website should actually lie. Assuming that both of these distributions
have normal errors [37], and making the critical assumption that both errors are i.i.d., the
variance of product of the two distributions [42] is:

o \/M 5.1)
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Where o, is the variance of the Trust Score estimator from Mostard et al. [39] and oy is the
newly developed estimator based on the Web-Graph. The effect of variances o, and o on the
resulting variance o¢ is visualized in figure 3.1. This shows that the final error will decrease
with on. At the best possible new classifier with oy = 0, we will find that oo = U—A;. This
shows a particular imbalance in the final result between the two estimator. Such an imbalance
is caused by the fact that the Web-Graph estimator doesn’t estimate the true trustworthiness,
but instead estimates the Trust Score from Mostard et al. [39], therefore, there is a limit to o¢
determined by oy.

Nonetheless, it can be concluded that the best joined estimator can be made by trying to
minimize the errors that the new estimator makes.
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Figure 3.1: Combined variance C' as determined by variance N of the newly developed estimator
N for 5 values [0, 5,10, 15, 20] for the variance M of the original estimator.
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This joined estimator concept leads this research to attempt to develop an estimator that
attempts to predict the Trust Scores for websites to be as close to that of Mostard et al. [39]
as possible. It would then be possible to combine this newly developed model with the original
model. The resulting prediction can then be determined with:

e — oxr(pn + par) + paroy
“ 203, + 0%

(3.2)

Here pic is the predicted Trust Score from the combined models. py; and o), are the predicted
Trust Scores and the variance of the error distribution from Mostard et al. [39]. uy and oy are
then the predictions from the Web-Graph based model and the variance of its error distribution.
From here on, the current research will explore how it can construct an optimal model N that
creates a py with minimal error o. With py, and pyy it is then possible to calculate pe, which
would theoretically be better than the components it is made from. Unfortunately, the current
research will not be able to evaluate this since a ground truth dataset is missing.

3.1.2 Selecting Sites from the Web-Graph

An interesting part of the Web-Graph based prediction of Trust Scores is the selection of which
websites are considered to determine the Trust Score of a given specific website. Some sites
should be more relevant to determine the score of another website than others. By selecting
websites that are more relevant to a given website as input for a new regression model, its
accuracy may be improved.

The simple method for this is collecting some number of websites with Breadth-First Search
[6]. This can provide any requested number of websites as input for the regression model.
Unfortunately, this takes very little consideration into the actual structure of the Web-Graph.
For example, websites that have a lot of connections will be used as input for many sites, despite
not being specifically relevant for all of them. Groups of websites that form a community may
give a stronger reflection of a websites trustworthiness, but this community is not actively
considered by Breadth-First Search.

An alternative and more elaborate method is to first apply community detection to the Web-
Graph. This assigns every website to a community with relatively densely connected websites.
The websites that are in the same community (or cluster) can then be used as the the input for
predicting the Trust Score. This alternative overcomes the issues for Breadth-First Search, w.r.t.
highly connected websites and insight from the graph structure. Additionally, it eliminates the
parameter for deciding the number of relevant websites, as it attempts to infer this from the
graph structure.

3.1.3 Research Goal

Having defined that predicting the Trust Score as accurately as possible has a purpose to
improve a joined conditional estimator in section 3.1.1, the goal of the current research is
to construct an accurate regression model using the Web-Graph. As section 3.1.2 proposes
two alternative methods for finding inputs to such a model, this research attempts to answer
whether nested-SBM cluster based or BFS based website selection results in a better Trust
Score re-estimation model.

It is expected that cluster-based website selection outperforms BFS based website selection, as
it considers more information from the graph structure. To verify that both inputs are indeed
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relevant, the current research will compare both regression models to one without any websites
as input. It is expected that the difference between the models with cluster based and BFS
based website selection is fairly small compared to their difference with the no-input model.

3.2 Method

The methodology for this research concerns three major components. Firstly, the dataset
is discussed. This consists of selecting the websites for training and testing data, but also
explains the Trust Scores as generated by Mostard et al. [39]. Second, and most important, is
the collecting of websites from the Web-Graph for the BFS and cluster-based regression models.
Lastly, the design of the regression model is discussed.

3.2.1 Dataset

The dataset for the current research is collected from the Dataprovider.com database. 2000
random websites are selected on the condition that they have a response code 200 to indicate
the website is functioning normally. Additionally, each website should have at least 1 incoming
link, to ensure that the Web-Graph can actually be applied.

Since the website-relevant features are already used to generate the Trust Scores, no features
are collected from the dataset, other than the dependent variable Trust Score.

Trust Score

The Trust Score is the dependent variable to be predicted by the models in the current research.
For an understanding of these generated Trust Scores the simplified model from Mostard et al.
[39] is discussed.

Mostard et al. [39] accumulated a dataset of 5115 websites, of which 2022 were identified as
untrustworthy by consumer association Consumentenbond in 2018. Another 1791 websites were
identified as trustworthy since they were registered with e-commerce association Thuiswaarboryg.
The remaining websites were collected from manual annotation by professional annotators from
Dataprovider. It should be noted that this dataset is unbalanced, with 82.2% of websites being
trustworthy.

On this dataset a Random Forest with 500 trees is trained using 18 features collected by
Dataprovider. These features include for example whether a website has an SSL certificate, the
number of outgoing links a website has, or whether they have a phone number listed on their
website. The resulting classifier has a precision of 71% and a recall of 80%.

The Trust Scores are then determined by the class probability as determined by the Random
Forest. A Trust Score of 100 is 100% certainty of being trustworthy, while a Trust Score of 0%
is no chance of being trustworthy:.

While identifying whether a website is trustworthy or not is at its core a classification task,
the current research instead chooses to look at it as a regression task of class probability.
This stays close to what a Trust Score may be used for, which is quantifying the risk that a
website brings. Since it is impossible to create a classifier with 100% accuracy, there is always
some information loss when reducing the output from a model to a binary classification. If a
classification is necessary, the Trust Score can be set against a threshold that is set to satisfy
the necessary precision or recall for a specific usage.
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3.2.2 Website Collecting

As described in section 3.1.2; there is a potential to be gained in selecting which websites
from the Web-Graph are used to predict a Trust Score. The current section describes the two
methods that this research compares against each other for the purpose of optimizing Trust
Score predictions.

Community Detection

The community detection based method firstly concerns a concept of a community. Using
the Stochastic Blockmodel [31] framework, a community or cluster is a block of websites with
some probability to have links within another block. With this idea, one can determine the
likelihood of the Web-Graph based on the statistical model of these blocks. The model for which
the current Web-Graph has the best likelihood is then the best model. However, using this
definition the best model is one where each individual website is an individual block. Instead
Minimum Description Length [27] is optimized, which gives a certain cost to having too many
blocks. This is still flawed as it has a resolution limit where the average cluster size is largely
determined by the number of vertices in the whole graph [44]. This is resolved by applying a
Nested Stochastic Blockmodel, where each block is re-considered as a whole graph on its own,
which then gets clustered again.

An effective method for optimizing such a Nested Stochastic Blockmodel is described by Peixoto
[45], and implemented and provided by Peixoto [47]. This method uses MCMC sampling to
sample changes to a SBM, which convergences to a good final state.

Since the whole Web-Graph has vastly expanded beyond the 50 million sites it contained in
2006 [6], applying the clustering to the whole graph is not feasible. Instead a graph sample may
be collected using BFS, where as many websites as possible are used as starting nodes [6]. For
this, the 2000 websites from the dataset are used, from which the graph sample is expanded to
109,210 vertices. This graph is then clustered into different communities using MCMC. Because
the MCMC clustering does not specifically enforce the condition that disconnected components
of the graph should also be disconnected clusters, this condition was manually applied. This
is because disconnected components have no graph-structure relation to other disconnected
components, which means there is no grounds for them to be in the same cluster.

The result is a staggering 102781 clusters, which means that only a very limited number of no
more than 6 thousands websites are placed in a cluster with at least 1 other site.

Breadth First Search

A simpler method of collecting websites for Trust Score estimation is through Breadth First
Search. Rather than collecting websites by forming clusters one could simply use Breadth First
Search to collect any number of websites that are nearby in the graph structure. This gives a
hyperparameter to determine how many websites should be collected to estimate a Trust Score.
In order to ensure a fair comparison between BFS and Community based website collection
the current experiment determines the number of websites to be collected with BFS as the
number of websites that were found through the community based method. This makes sure
that neither method can outperform the other due to having more or fewer websites to make
an estimate with.
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3.2.3 Random Forest Regression

Since Random Forests [14] have been shown to be rather robust for a wide range of classification
and regression tasks [10] they will also be used to perform the regression for Trust Scores. Using
the mean and standard deviation of the Trust Scores of the collected websites as well as the
number of websites collected as features, the Random Forest will estimate a Trust Score. This
estimated Trust Score would then be uy as described in equation 3.2

For the Random Forest 500 decision trees are used. This hyperparameter does not need to be
thoroughly tuned, as Random Forests have been shown to give good results regardless of the
number of trees provided that there are plenty [50].

3.2.4 Evaluation

The models will be trained and evaluated only on sites with 1 or more other sites in their
cluster, to ensure that only relevant websites are considered.

To ensure reliable results 10-fold cross validation is used to train and test both models. Addi-
tionally a baseline Random Forest without any features is also trained and tested across these
10 sections. This baseline without any features will fit to the mean of the distribution, which
will have a smaller error than a random guessing baseline. The models will be assessed on their
average MAE across the 10 folds, to align with the intuition of how many points the models are
off. The variance across these folds will be considered the consistency of the different models.
Since the same folds are used for each model, the significance of the differences is determined
with a one-way repeated measures ANOVA. Due to the limited number of folds it should be
considered that small effect sizes may not show as significant.

3.3 Results

From the 2000 websites to start collecting the graph structure, only 378 were placed in clusters
with at least 1 other site. Figure 3.2 shows that the size of the clusters are usually very small,
with far fewer clusters being up to a couple hundred websites in size.

The results from the 3 models in the 10 fold cross validation are shown in table 3.1. This shows
the lowest error rate for the BFS model, followed by the Cluster model. Lastly, the model
without any input has the highest error. A one-way repeated measures ANOVA shows that
the difference between the model’s performances is significant (F'(2,18) = 11.931,p < 0.001).
Ad-hoc paired t-tests between the models with Bonferroni correction [11] for multiple tests
showed no significant difference between the BFS and cluster models (7°(9) = 2.16,p > 0.1),
but it does show that the baseline model performs significantly worse than the other models
(T'(9) = 3.48,p = 0.02 and T'(9) = 3.76,p = 0.01).

As a process measure (and as a brief side-track) figure 3.3 investigates the error of a BFS-
based model for different cluster sizes. For this, a model was trained on 80% of the data,
and all samples of the data are shown. Since there are many more small clusters than large
clusters, the scatter plot suggests that there may be larger errors for smaller clusters, but this
is only because there is a higher chance to draw some exceptionally high values from the error
distribution when there simply are more values. To give a more accurate representation of the
average error a LOWESS [18] curve was fitted (red), which shows that the local average error
is actually consistent throughout the cluster size. One outlier (indicated in red) was removed
here.
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Figure 3.2: Size of clusters for the websites in the dataset after filtering out all the clusters
with only 1 site. The log-x histogram shows that most clusters still have less than 10 sites, but
that some even have several hundreds.

Website collection ‘ MAE ‘ Standard deviation

BFS 10.70 0.38
Cluster 11.25 0.41
None 12.30 0.41

Table 3.1: MAEs for the different models across the 10 folds. BFS and Cluster both get a
significantly lower error than the model without input. No statistically significant difference is
found between the BFS and Cluster features.

3.4 Discussion

The results from the 10 fold cross validation show that the method of predicting Trust Scores
based on other websites is indeed functional, as it is significantly better than random guessing.
In contrast to the hypothesis, the cluster-based website collection does not appear to be any
better than the BFS based website collection.

This unexpected result may be attributable to the size of clusters. The Nested SBM MCMC
may be making clusters that are too small, but this is unlikely considering that figure 3.3
suggest that this does not affect accuracy. To formally answer the research question, it does
not appear that either BFS based or cluster based website selection is any better than the
other, though both are better than a no-input model.

Another problem that may have negatively impacted the performance of the cluster-based
method is that the taken graph sample may not be large enough. Larger graph samples come
with additional computational cost, particularly in the clustering part, but they may result in
clusters that better reflect the actual graph structure.

The original purpose of making a model that predicts Trust Scores based on collected websites
was to allow for further improvements to the Trust Score. While figure 3.1 suggests that this
theoretically works, future research may verify this with a new annotated dataset. Nonetheless,
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Error over cluster size for BFS model
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Figure 3.3: Cluster size against regression error for BFS model. A LOWESS [18] curve is given
to demonstrate that the mean error remains consistent over cluster size. An outlier (indicated
in red) is not taking into consideration for the LOWESS curve.

we do now have a oy and oj;, which means that we can indeed calculate how much the
combined model would theoretically be better. Considering equation 3.1 and taking oy ~ 11
and o) = 7.07 (measured on Mostard et al. [39] original dataset), we can calculate that
oc ~ 6.16. Giving the combined model an error reduction of 12.8%. This does however rely
on the errors being i.i.d.. If they are partially dependent, the error reduction will be less.
With an eye on the value of Web-Graph clusters it appears that the Web-Graph clusters were
not shown to give additional value over the Web-Graph an-sich for this application. Other
classification or regression tasks may find more benefit in the Web-Graph clusters. It may also
be the case that Web-Graph clusters may be used for Trust Score estimation using some different
feature extraction method. It may be interesting to explore cluster-index based approaches for
this, or methods that preserve additional insight about the graph structure for the model.



Chapter 4

Fake News Discovery through the
Web-Graph

Abstract As social media platforms have been cracking down on Fake News, misinformation
providers and consumers are forced to migrate to dedicated Fake News sites. While research for
Fake News classification on Social Media is interesting and extensive, research on Fake News
Site classification has been lacking. The current research uses the Web-Graph to find candidate
Fake News sites, which are then classified based on extracted keywords or cluster indices. These
cluster indices are generated by applying statistical inference methods for graph-community
detection. The results show that the cluster-based Random Forest slightly outperforms the
keywords-based one (AUC .93, AUC .91). Unfortunately, neither classifier generalized beyond
the constructed training and testing dataset. However, this failure to generalize is not believed
to be a problem with the proposed method, but rather a problem with the constructed dataset.

4.1 Introduction

Previous research on Fake News mostly considered it as a symptom of Social Media [57]. This
has been a very good strategy throughout the last decade, as more and more people get news
content served on social media. Between 2013 and 2016 the percentage of people who reported
getting news from Facebook increased from 47% to 66% [26]. It is reasonable to assume that
social-media news has had more fake-news than classical media, as the barrier of entry is so
much lower. In that time, anyone could reasonably produce, post and distribute news-content
independently on their social media accounts.

2021 started with a shift in tides on social media freedom with the ban of the US president Don-
ald J. Trump [17]. Mr. Trump’s account on Twitter, Facebook, Instagram, YouTube, Snapchat,
Twitch and even Shopify were suspended or removed. The same week, Twitter banned 70,000
accounts it believed to propagate misinformation related to the QAnon movement.

QAnon refers to a wide conspiracy theory (or perhaps more of a theoretical framework) with
a large alt-right following [29]. The harm in this not only lives in the onset of an ”Information
Dark Age”, the QAnon-following has actually been mobilized to storm the US Capitol and
attempt to disrupt the 2020 US Presidential Election [4].

The QAnon ban presents a cat-and-mouse game of alt-right conspiracy theorists and large tech
companies. Parler, a free-speech focused social media platform attempted to provide a safe
haven to QAnon followers, but after having rapidly acquired 4 million active users it got taken
down by joint action from AWS, Google’s Play Store and Apple’s App Store for violent content

38
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and lack of moderation. With Parler removed, alt-right users found their refuge in alternatives
such as Gab, which got subsequently removed from the Google Play Store.

This rapid demonstration of power from large tech platforms, while questionable for the future
of democracy, shows that fake-news may not have a long future on social media platforms.
Instead, fake news sources may need to have their own (smaller) platforms, possibly in the
form of independent websites.

Independent fake-news websites are often the backbone behind the fake-news that is propagated
on social media. Fake-news presented on social media usually consists of a headline with a link
to the news website where the content is actually hosted. Since social media may be taken out
of this fake-news propagation equation, new fake-news classification and discovery solutions
should not rely on social media context.

The current research demonstrates and evaluates a fake-news site discovery and classification
system that foregoes the dependency on social media. Instead, it uses techniques known from

fake-news content detection in social media and re-applies them to fake-news website detection
in the Web-Graph.

4.1.1 The Web-Graph

The Web-Graph is the graph-structure perspective on the websites and hyperlinks between
them [33]. This works similar to the social networks that social media has, which makes it an
excellent candidate for fake-news detection.

The current size of the Web-Graph is impossible to know exactly. Determining the size of
the entire Web-Graph is expensive, and the structure as a whole is rather volatile. For some
indication of the size: all the way back in 2006 over 50 million vertices already existed [6]. The
naive strategy of taking every single site through a classifier is excessively expensive. Instead,
the current research uses the graph structure as a method for discovering fake-news candidates.

4.1.2 Feature Potency

Research on fake-news identification in social media has defined, among others, content and
network features as valuable for identifying fake-news. It is clear that content features will
translate to website-based fake-news identification just as well.

The translation of network based features however is more questionable. Friend networks on
social media are a lot more dense, and there is a lot of information that can be used as network
features, such as co-occurrences, stances and diffusion networks [57]. Comparatively, the Web-
Graph as a network feature may be much more sparse in information.

To extract valuable features from the Web-Graph for fake-news identification a community
detection algorithm is applied. Community detection here is a clustering method for graph
structures. These communities that websites may be in may be an effective feature for fake-
news classification.

4.1.3 Hypothesis

The current research intends to investigate the possible value of network features for fake-
news classification. With the knowledge that this is effective for social media based fake-news
detection, and with the intuition that fake-news sources are less likely to receive links from
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legitimate sources, it is hypothesized that Web-Graph clusters are indeed a good feature for
fake-news classification.

The clusters are particularly good candidates as they support an intuition that fake-news
persists in echo-chambers, and is mostly connected to more fake-news. This would allow the
clustering to make clear fake-news clusters.

To provide some perspective to the value of the cluster features, they are compared to Haarman-
keyphrases|28].

The Haarman-keyphrases should provide a simple but reliable content-based feature. It is
hypothesized that Haarman-keyphrases will be more effective features than the clusters, as
they are a more direct reflection of the possibly-fake content. However, since the Haarman-
keyphrases and the cluster features reflect different indications for fake-news it is also believed
that they may be combined to make an even better classifier.

4.2 Method

The methodology will be explained according to the pipeline developed. Naturally, this starts
with acquiring a dataset. Subsequently, a subset from the Web-Graph is collected. This
collection is then clustered and used to train a classifier. The classifier then labels some newly
collected websites, so that the classifier may be evaluated according to new human-annotation.
The entire pipeline is visualized in figure 4.1, and discussed step-by-step in the following sec-
tions.

4.2.1 Dataset

Some impressive datasets exist for fake news detection. Unfortunately, none of them are ready-
to-use for classifying fake-news sites. The BuzzFeedNews annotated dataset [49] is oriented to
individual articles in a social media context. The LIAR dataset [60] is oriented to individual
statements.

A more potent candidate for this specific task is the FakeNewsCorpus that powers BS Detector
[59]. The advantage here is that it gives specific fake-news websites. However, the problem is
that the dataset is labeled by a Deep Learning model, rather than a human. This may have
a larger risk of faulty samples. Moreover, this lacks any negative samples. The 430 websites
from FakeNewsCorpus can be compensated by supplementing them with other sources of fake
and real news.

356 additional fake-news sites are made available by NewsGuard [58]. These websites specifically
concern covid-19 related fake news, but because they are expert-labeled they are more likely
to be consistently accurate than the FakeNewsCorpus.

Getting non-fake news sites for comparison is a tricky task. The negatives (non-fake news sites)
should only differ from the positives (fake news sites) in their truthfulness. Any other differences
may cause a classifier to learn these biases, rather than the actual fake-news identifiers. The
difficulty here largely depends on the features that a classifier is given. For example, if the
positives are collected later than the negatives, a feature such as the Whols registration date
may be a very simple and reliable way for the classifier to distinguish the positives from the
negatives. However, the classifier will fail miserably when applied to new data. Being conscious
of the biases that are present in the features, can offer an opportunity that a classifier generalizes
well.
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Figure 4.1: Full pipeline of the methodology. Starting at the construction of the dataset (section
4.2.1), following into the BFS graph sample (section 4.2.2). This is then used for the cluster
(section 4.2.3), proceeding to classifier construction (section 4.2.5) and ending in evaluation
(section 4.2.6). The details about the Haarman-Keyphrase features (section 4.2.4) are omitted.

The current research constructs a set of negatives as websites with a coupled LinkedIn page that
is labeled as "Newspapers”. This leaves a strong bias in the dataset. The LinkedIn negatives



42 CHAPTER 4. FAKE NEWS DISCOVERY THROUGH THE WEB-GRAPH

can be from all over the world, while the positives are mostly English written sites. To alleviate
this, the LinkedIn negatives were filtered to only allow US-based sites. Of course this will still
remain some bias, but this is believed to be a lot less detectable in the keywords or Web-Graph.
To ensure some balance 997 sites from this set were randomly sampled.

Any bias that remains here will negatively affect the model generalizability, but this will be
tested for with human annotation as described in section 4.2.6.

Naturally, the dataset is split into training and testing. Specifically, a randomly selected 70%
of the samples are labeled as training data. Another 30% of remaining samples are set aside as
testing data. The testing data will only be used to evaluate the system’s performance.

4.2.2 Graph Sample

The Web-Graph as a whole is too large for many practical applications. To address this problem
Becchetti et al. [6] have researched methods for taking a sample from the Web-Graph. While
it introduces some biases to the perceived graph structure, Breadth-First-Search seems to be a
simple and effective method for taking a graph sample. Becchetti et al. [6] recommends starting
the BFS with as-many-as-possible websites. For this, all the websites from the training set are
set as the starting points for the BFS. In this sampling approach the BFS spreads around evenly
from all starting nodes, creating a (possibly disconnected) graph sample.

Starting with 1248 websites from the training set, the graph is collected to around 1 million
websites (1,035,758 to be exact). A spectral projection of this graph can be seen in figure 4.2.

Figure 4.2: Spectral visualization of the 1 million websites collected with BF'S.

This graph will necessarily contain all the websites from the training set. A sufficient number
of collected websites should also contain at least some of the websites for the testing set. In
fact, the 1 million websites contained all of the 538 websites from the testing set. Typically
however, it may be expected that some of the websites from the testing set are lost here.
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4.2.3 Clustering

In order to extract meaningful information from the graph structure a community detection
(i.e. clustering) algorithm is applied.

The goal of clustering is defined in the Minimum Description Length (MDL)[27]. The idea here
is to fit a probabilistic model to predict the graph structure where the amount of information
to express that model is minimized. The Stochastic Blockmodel (SBM) [31] is the base for
this, where blocks (or clusters/communities) have random edges between them. Optimizing the
MDL for the SBM has a problem with large networks such as the current one. It can only
find a limited number of blocks dependent on the number of vertices V as By, = O(vV/V)[44].
Fortunately, this problem can be solved with nested clustering.

With a nested SBM each cluster found can be clustered again using the same MDL optimization
that was used for the whole graph. The actual optimization is performed using an agglomerative
Mixed chain Monte Carlo algorithm [45]. Table 4.1 shows the various layers of nested clustering.
Moreover, the clustered graph is visualized in figure 4.3.

Layer | Members | Clusters
0 3 1

1 10 3

2 23 10

3 68 23

4 356 68

5 1035758 | 356

Table 4.1: Different depths of Nested Clustering. The number of members in each layer follow
from the clustering done in the layer below it. The Oth layer condenses the clusters into a single
node. The 5th layer condenses all 1 million sites into 356 clusters.

Since the finest layer still contains very large clusters (almost 3000 websites per cluster on
average), the finest layer should be considered as the discovered communities.

4.2.4 Features

Each website in the graph is given the index (1-356) of the cluster they are in. This is directly
used as a categorical feature for a classifier. The idea behind this is that Fake News and real
news will be separable by cluster. The classifier may learn that some cluster ¢ consists mostly of
Fake News sites based on the training data, and they can then infer that all websites from the
test data that are in cluster ¢ must also be Fake News. This feature and the inferences based
on this may be simple enough to be manually constructed, which would be more explainable,
but may open up more space for human error.

The Haarman-keyphrases [28] used as the other features are a bit more intricate. Haarman-
keyphrases are extracted using an unsupervised embedding similarity to the document as a
whole. It differs from previous keyphrase extractions such as EmbedRank [8] in that it specif-
ically considers web-formatting to affect the quality of a keyphrase. This prefers keyphrases
that occur in the hostname, title, headings or description.

These keyphrases are considered as singular tokens to which a TF-IDF weighting is applied.
TF-IDF has previously been shown to be effective in other news classification tasks [21]. Since
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Figure 4.3: Visualization of the nested clustering of 1 million websites. 3 large clusters seem to
be responsible for the majority of the websites.

1 million documents will have many different keyphrases, ANOVA feature selection was applied
to preserve only the 1000 most distinguishing keyphrases. Such feature selection has previously
been found successful in other text classification tasks [24]. The 1000 values for each document
form the keyphrase features.

4.2.5 Classifier

The classification is done using a Random Forest [14] of 500 trees. Random Forests are chosen as
they are consistent and are not very sensitive to noisy variables [10]. The accuracy of a Random
Forest has been shown to not be very sensitive to the number of trees beyond a sufficient size
[50], therefore this does not need to be explored into much detail.

An added benefit to the Random Forest as a classifier is that it can offer insight into the im-
portance of certain features, which can help in evaluating the value of cluster indices compared
to the keyphrase features.

4.2.6 Evaluation

Naturally, the hypothesis needs to be tested according to some quantitative performance. The
current research entails making a comparison between keyphrase feature based classification
and cluster index based classification.

In order to establish the value of each feature set, a Random Forest as described in section 4.2.5
is trained on the training data. Additionally, a Random Forest is trained on the joined feature
sets: both keyphrase and cluster index features. All 3 classifiers can be evaluated on the test
data. The evaluation will be done based on an ROC curve, with the AUC as the most important
metric. This approach is chosen because Fake-News classification is not likely to be an even-
cost task. If a classifier is used to determine the final result, a very high specificity should be
desirable so that oppositional speech will not be hindered. However, if the classifier is used to
detect Fake-News candidates for further processing a high sensitivity might be preferable.
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Section 4.2.1 already indicates some issues with this approach. Specifically, the testing set (nor
the training set) is a perfectly fair fake-news classification. There may be biases in the positive
and negative samples that make classification easier, without making the classifier good for
classifying new sites. In order to address this issue, newly classified sites are evaluated by
humans.

The annotation is simple in design, but challenging in execution. From the 1 million newly
discovered sites a sample of 500 sites, distributed uniformly across class probability from the
most promising classifier (by test AUC), is taken. These 500 sites are then given to professional
website annotators, who classify each website as whether they are fake news or not. Of-course,
the annotators are not informed of which classes the classifier assigned to which websites. All
classifiers can be evaluated with this dataset, but since it is tailored to one of them, this may
or may not give an unfair advantage.

This gives 2 indications of the value of the cluster indices as features: the test-set accuracy
and the generalization-set accuracy. By comparing these for the 3 classifiers one may conclude
whether cluster features are valuable for this classification task. A third indicator may be
constructed from the feature importances of the forest that is given the combined sets of
features. The feature importances from this combined forest can indicate whether cluster
features of keyphrase features are more effective.

4.3 Results

The ROC curves in figure 4.4 give an overview of the test performance of each classifier. All 3
classifiers show a good AUC and are able to achieve good specificity and sensitivity. The cluster
based classifier has a slightly higher AUC. It appears this classifier is able to maintain a better
specificity than the others. The classifier with both types of input seems to perform worse
than the cluster-only classifier. Model performances are known to be worse when additional
bad features are available. This is one of the reasons that feature selection is often considered
essential. A more close-up quantitative assessment of the test scores is given in table 4.2. This
also shows that the cluster based classifier has a higher accuracy, and quite a bit higher F'1 score.
Figure 4.5 shows the feature importances of the features given to the combined classifier. The
Cluster feature is clearly considered much more important than the best keyword features.
These findings combined show that the clusters as made are excellent for good classification on
the testing data.

Classifier Accuracy | AUC | F1

Keyphrase 0.827 0.909 | 0.782
Cluster 0.867 0.928 | 0.848
Combined 0.836 0.916 | 0.797
Random guess | 0.561 0.574 | 0.561

Table 4.2: Performance measures for the 3 classifiers, as well as random guessing. The cluster
based classifier has the highest accuracy.

After the testing accuracies, figures 4.6 and 4.7 indicate the performance of the classifiers on the
human-annotated generalization data. This is shown as a classifier-predicted probability of fake
news for the Fake and Real news annotation labels. Since the predicted class probabilities are
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ROC Curves on test data
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Figure 4.4: Receiver Operator Curve for the 3 classifiers on the test set.
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Figure 4.5: Feature importances for the combined Random Forests. The cluster feature is
respectably more important than any of the keyphrases, though the total importance of the
keyphrases combined is more important than the cluster feature. Only the most important 100
keyphrases are shown, as the subsequent ones follow the trend.

roughly identical for the Real and Fake news, neither classifier was able to generalize to these
newly annotated websites. It should be noted that of the 500 websites annotated, only 127 were
actual News sites, from those 127, 25 were found too difficult to classify. The remaining 102
News sites were found to be 21% Fake-News. The cluster and keyword classifiers got accuracies
of 55% and 53% respectively, though this is not quite an appropriate metric for such imbalanced
classes. As an aside it may be noted that the annotators reported the Fake-News labeling as a
rather tricky and subjective task, suggesting that their annotations may not be fully objective
and consistent.

4.4 Conclusion & Discussion

The results overall show 3 classifiers that perform excellently on the testing set. Unfortunately,
the classifiers do not generalize to websites outside the original dataset. This adds some com-
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Figure 4.6: Distribution of class probabilities according to the keywords classifier for Real and
Fake News.
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Figure 4.7: Distribution of class probabilities according to the cluster classifier for Real and
Fake News.

plication to answering the Research Question about whether the clusters can be used for Fake
News classification.

From the fact that the cluster-based classifier outperformed the key-phrase classifier on the test
data we can conclude that the clusters are a good feature to distinguish between the classes in
the dataset. The fact that these models do not generalize to new sites indicates that the classes
in the constructed dataset are not quite identical to the classes as collected and annotated by
humans. This difference is not necessarily on the definition of what is or isn’t fake news, but
may instead come from a bias in the samples.

This does not specifically say anything about the cluster classifier, as the effect is consistent
with the keywords classifier. Instead, the answer should be approached by assessing what biases
the constructed dataset has and how they might affect the classifiers. For instance, some of the
Fake News sites in the constructed dataset may have been collected by traversing the graph
structure. This means that they will be more likely to be in a cluster together, and are therefore
easier to classify. If this would be the case, then the classifier might learn to classify on that
bias, rather than on the actual distinction that we want it to make. All in all, the research
question cannot be properly answered with the current dataset, as it contains too much bias.

It should be noted that these generalizability tests are not always standard practice for Machine
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Learning research. Models are often trained on a section of a sample (dataset) of the real
problem it is actually intend to address. When such a sample has certain biases, the testing
section of that dataset will also present the same biases so a modeller will not be aware of
the actual performance on the real world. Of course deploying a model on the real world and
annotating an evaluation sample on that is a simple step to measure the generalizability of the
model. Unfortunately this simple step is also often expensive and often results in a less positive
outcome of a project.

Future research for Fake News classification should focus on attempting to draw a real repre-
sentative sample from the News Sites and annotating those manually. It will likely be rather
expensive to actually collect such a dataset, as the classes are highly imbalanced. In order to
acquire a sufficient number of Fake News sites one would need to label many more Real News
sites. Additionally, a good Fake News site identification pipeline also relies on a step that fil-
ters out non-news sites. Since Fake News classifiers are trained exclusively for news sites, their
performance can also only be guaranteed for news sites. A classifier that can identify News
sites exclusively by their home page can help in identifying Fake News sites. Here it may be
noted that many legitimate news sites have rather similar visual layouts. However, some Fake
News sites have a vastly different visual layout. Such a news-site classifier should therefore be
trained with a mix of fake and real news sites.

Alternatively, a slightly less labour-intensive approach may be applied by attempting to classify
the articles on a News Site, and then drawing a conclusion about the fake-ness of the news site
on that. For this it is also important to focus on generalizability. There are currently Fake
News articles datasets available [2, 19]. In order to ensure generalizability it is best to attempt
to train a model on one dataset, with its biases, and then test on another dataset which should
have different biases. News articles can then be extracted from News Sites, so that Fake News
sites may be identified by the rate of Fake News articles they post.



Chapter 5

Conclusion

Chapter 2 has shown multiple algorithms for Web-Graph clustering. It was able to answer
quite definitively that CC-GA can indeed be improved for its application to the Web-Graph.
It concludes that the initialization procedure should be adapted to a variation with spread in
the initial population. This change results in a respectably faster convergence to the same
final modularity. Ultimately it concludes that statistical inference algorithms such as MCMC
optimization of Stochastic Block Models is able to achieve an even higher modularity and
converges even faster than any of the tested Genetic Algorithms.

It is likely that these two conclusions hold for graphs other than the Web-Graph as well, but
that is not proven by the current research. To further solidify this idea, the algorithms need
to be applied to different graph structures. The Web-Graph is particularly anomalous due to
its large size and incredibly low density. The algorithms may behave very differently on graph
with much higher density.

Additionally, it is not clear whether the conclusions about convergence speed and solution
quality would persist across different clustering quality metrics. Entropy is often used for
defining the quality of Stochastic Block Model solutions, so it would be interesting to see
whether SBM oriented algorithms fare comparatively better when optimizing entropy compared
to modularity.

5.1 Trust Score

With respect to Trust Score re-estimation using the Web-Graph, chapter 3 was not able to show
a significant difference between SBM cluster based and BFS based website selection. Despite
not technically being able to answer the research question, the results do suggest that with the
current method there is not a substantial difference between BFS and cluster collected websites.
Since the clustering is rather computationally expensive, BFS would be preferred. However, it
should be noted that the number of neighbours collected with BFS was determined by the size
of the cluster in this experiment. This ensures that any observed differences are not caused by
different cluster sizes, but also means that the BFS website collection as shown here cannot
directly be used outside the experimental environment without introducing a hyperparameter
to determine the number of neighbours used.

Since the graph sample for the Trust Score experiment was collected using BFS from multiple
starting nodes the sample consisted of several disconnected components. With more computa-
tional availability a larger graph sample could be collected until the entire graph sample would
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be connected. This would certainly affect the clusters that are produced, and might even result
in better accuracy for the Trust Score re-estimation.

Ultimately, this Trust Score experiment needs future research dedicated to measuring the accu-
racy of the combined estimator. Currently, it is only theoretically established that the combined
estimator is better, but it is not shown on actual data. Additionally, that would open avenues
to measure the generalizability of both models.

5.2 Fake News

With regards to the question whether nested SBM clusters are a good feature for Fake News
classification compared to extracted keyphrases it can be concluded that they are an excellent
feature. While it was hypothesized that the cluster indices might be nearly as good as the
keywords, they actually received a higher accuracy.

Unfortunately, it should be noted that due to biases in the dataset neither model generalized
to unseen data. This does not necessarily say anything about the methodology, but only
specifically shows that the dataset was not a representative sample of the classification task.
Nonetheless, it may be noted that since the dataset did not represent a Fake News classifica-
tion task well enough, the conclusions drawn may also not generalize to an actual Fake News
classification task. For example, if the Fake News websites were collected by traversing the
Web-Graph the cluster indices may be given an advantage on this dataset that does not hold
for the actual problem.

To really draw consistent conclusions a dataset should be made by drawing a random sample
of news sites and having those annotated by humans. Any constructed dataset such as the
current one has an inherit risk of bias as a result from the way the dataset is constructed.
Unfortunately, this is rather expensive due to the unbalanced classes. This means one would
need to annotate lot of news sites in order to get a sufficient number of Fake News sites.

5.3 In Closing

The core research question of this thesis was dedicated to finding a method to apply graph-
clustering to the Web-Graph, and creating ways to use these clusters to identify malicious
websites. The first part in this addresses the clustering method. For this any Genetic Algorithm
was found to be inferior to SBM optimization using Markov-Chain Monte Carlo. This shows
that MCMC clustering is a valid way to do Web-Graph clustering. However, the current research
was not able to apply it to the whole Web-Graph, only to several (sizable) samples. Since the
MCMC clustering has a complexity of O(V In (InV')) where V' is the number of nodes [45], the
whole Web-Graph may be clustered within reasonable time provided sufficient computational
resources.

Following a successful method of clustering, a task remains of applying these clusters to mali-
cious website identification. The Trust Score experiments were not able to show specific value
to the clusters beyond alternative methods. However, this does not mean that the clusters are
not usable for this, only that they may be rather expensive to compute when there are simpler
alternatives available. If the clusters are already available and computed for another purpose,
the clusters may be used so that no additional hyperparameters for alternative methods need
to be explored.
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The clusters also appear to be effective for Fake News site identification, by using the cluster
index as a feature for a classifier. This then learns which clusters contain fake news sites and
which ones contain real news sites. It should be noted here that it was found that the dataset
was not a proper representation of the task, and that the conclusions might not generalize to
news sites beyond the dataset.

These findings show a sufficient, but not complete answer to the Research Question. We’ve
shown that graph-clustering can be done on the Web-Graph using MCMC, and that these
clusters can be used by index on cluster peers to make classifiers or estimators for malicious
site identification. While these are interesting findings, they are not a complete picture. Having
found 1 effective method of clustering and 2 effective methods of malicious site identification
does not mean there are not (many) more possible methods.

5.4 Future Research

The current research has looked at clustering as an independent task, attempt to optimize some
cluster quality exclusively based on graph structure. However, the clusters are subsequently
used for methods that might not be as affected by the cluster quality. It would be interesting to
see whether the quality of a cluster solution, for example defined by modularity, would correlate
to the quality of a classifier or estimator based on these clusters. If it were to be found that the
quality of the models is not strongly influenced by the quality of the clusters then the clustering
method may be adapted to safe computational cost.

Alternative clustering algorithms may also be considered in such a way. The Label Propagation
Algorithm [51] is an interesting path for this. Because it is nearly linear in time it may be
much easier to compute. This will definitely alter the clusters that are formed, but it should
be investigated whether this would also affect the quality of subsequent models.

5.4.1 Other Cluster Definitions

This entire thesis has worked with a consistent definition of what a clustering may be. In this
definition every website belongs to exactly one cluster, with some number of other sites in that
same cluster. This is a very intuitive definition to partition the graph with, but it may not
necessarily be the best foundation to build subsequent models. An interesting alternative is the
overlapping stochastic block model [25]. In this cluster definition each site can be a member
of multiple communities. This aligns better to an intuition of social communities, where an
individual can be both a member of a fish-keeping community as well as a local-businesses
community. This aligns quite naturally with the proposed uses of the cluster here, but may
also open avenues for new features to construct.

Another interesting avenue would be clustering methods where not every website needs to be
part of a cluster. Particularly due to the low density of the Web-Graph forcing every website
to be in some cluster may muddy the meaning of the clusters for the subsequent model. Clique
detection could be an example of this, but triangle counting has already shown useful for
detecting spam sites [7]. In triangle counting the transitivity around a website is measured,
which is then used as an indication of genuine community structure rather than a spam site
linking to random sites.
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5.4.2 Other Classifications

The current research only focused on two hard-to-define types of malicious websites. Focusing
on Fake News and untrustworthy websites is a good start, but it does not cover the entire scope
of malicious sites that may be out there. Of course there are also counter-fitters, malware sites,
hate-speech sites, and of course entire criminal organizations. These all need dedicated research
to identify them. Some of these types of malicious sites may benefit more or less from insights
from the Web-Graph.

For large-scale criminal activity, like illegal arms and drug trade, research may instead find
itself to the dark web [16]. This would have a distinct Dark-Web-Graph [3] From this research
direction it would also be really interesting to compare the Dark-Web-Graph to the regular
Web-Graph. It already appears that they hold similar graph structures, such as the bow-tie
decomposition [23]. It would be interesting to see whether malicious website identification
methodologies on the surface Web-Graph would also work well on the Dark-Web-Graph.
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