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Abstract. This paper presents a method for estimating the orienta-
tion of planar text surfaces using the edge-direction distribution (EDD)
extracted from the image as input to a neural network. We consider
canonical rotations and we developed a mathematical model to analyze
how the EDD changes with the rotation angle under orthographic pro-
jection. In order to improve performance and solve quadrant ambiguities,
we adopt an active-vision approach by considering a pair of images (in-
stead of only one) with a slight rotation difference between them. We
then use the difference between the two EDDs as input to the network.
Starting with camera-captured front-parallel images with text, we apply
single-axis synthetic rotations to verify the validity of the EDD transform
model and to train and test the network. The presented text-pose estima-
tion method is intended to provide navigation guidance to a mobile robot
capable of reading the textual content encountered in its environment.

1 Introduction

Our main research effort is concentrated on developing a vision system for an
autonomous robot that will be able to find and read text. This paper focuses on
the problem of text-pose estimation and we propose a method to compute the
orientation of the text surface with respect to the viewing axis of the camera
mounted on the robot. Once this information is known, the robot can be ma-
neuvered to obtain a front-parallel view of the text, which, in principle, would
give the best final OCR result.

Camera-based text reading in 3D space is a more defiant problem than classi-
cal optical character recognition (OCR) used for processing scanned documents.
Two major aspects are different and play a very important role: the text areas
must be first found in the image because text may be anywhere in the scene
(text detection) and, secondly, the orientation of the text surface with respect
to the camera viewing axis needs to be inferred (pose estimation) as it will be
different from case to case.

We built a connected-component-based text-detector that exploits edge, color
and morphological information to find candidate text regions from scene im-
ages [I]. Though far from perfect, we assume, in the rest of the paper, that text
detection is solved.
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After text detection, the orientation of the text surface must be determined.
A very effective solution to text-pose estimation is based on finding vanishing
points of text lines [2,3]. This type of knowledge-based approach has to impose
restrictions on text layout and the search for vanishing points is computationally
expensive.
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Fig. 1. a) Experimental setup. b) Text-pose estimation method. The neural network
has one input unit for every EDD bin. The rotation angle is given by the output unit.

In contrast, we assume a different approach that can best be described
as a simple shape-from-texture model. Determining the orientation (pose) and
curvature (shape) of 3D surfaces from image texture information is a core vi-
sion problem. The proposed solutions make assumptions regarding the texture
(isotropic [4] or homogeneous [5]) and type of image projection (perspective [6]
or orthographic [7]). These general shape-from-texture algorithms rely on dif-
ferential distortions in the local spatial frequency spectra of neighboring image
patches. However, text texture does not have texels, it is homogeneous only in a
stochastic sense and also, as we shall see, strongly directional, being a difficult
candidate for the classical shape-from-texture algorithms.

We adopt a simplified, but more robust, feature-based method to solve the
problem of text-pose estimation. The feature that we shall use is the angu-
lar distribution of directions in the text region extracted from the edges. This
distribution changes systematically with the rotation angle and we develop a
mathematical model to describe this trend. We then show how the rotation an-
gle of the text surface can be recovered back from the edge-direction distribution
(EDD) using a feed-forward neural network. We assume that text lies on a pla-
nar surface and we consider only single axis rotations. In this case, the general
shape-from-texture problem reduces to determining the slant angle (the angle
between the normal and the viewing axis Z) for rotations around the X and Y
axes. We impose these constraints in order to obtain a basic module working on
the robot in real-time, rather than a broad and generic solution. Because robot
motion is confined to the horizontal plane, only the rotation angle (3) of text
around the vertical axis (Y) can be used for repositioning (see fig. [Ih).
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2 Extraction of the Edge-Direction Distribution

The probability distribution of edge directions in the text area is extracted fol-
lowing a classical edge-detection method. Two orthogonal Sobel kernels S, and
S, are convolved with the image I (in eq. [Il ® represents the convolution op-
erator). The responses G, and G, represent the strengths of the local gradients
along the x and y directions. We compute the orientation angle ¢/ of the gra-
dient vector measured from the horizontal (gradient phase). A correction of 90
degrees is then applied to go from gradient-direction ((b/ ) to edge-direction (¢),
which is a more intuitive measure.

G
Go=S:®1, Gy =8,®1, ¢/ =arctan(ZL), ¢:¢/+g (1)
As the convolution runs over the image, we build an angle histogram of
the edge-directions by counting the pixels where the gradient surpasses a chosen
threshold. In the end, the edge-direction histogram is normalized to a probability
distribution p(¢).

3 Text Rotation in 3D and Transform Model for the
EDD

In this section, we analyze how the EDD changes with the rotation angle. We
shall consider canonical rotations of a planar text surface under orthographic
projection.

Rotation Around X Axis

Consider a needle OA of length [ initially contained in the front-parallel plane
XOY and oriented at angle ¢y from to the horizontal. We rotate it by angle
a € (—90°,490°) around X axis to the new position OA’ and then we project
it back onto the front-parallel plane to OB (see fig. Bh). The projection OB will
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Fig. 2. a) Text rotation around X axis, b) EDD change after rotation around X by 50°
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be of length I (I < lp) and oriented at angle ¢ (¢ < ¢) from the horizontal. The
projection equations are:

lo =lcosp =g coso, 1, =1 sing = ly singg cosa (2)

Forward and backward relations for needle length and orientation are:

W
| = lO \/1 — Sin2¢0 SZ'TL2O(7 ZO =1 CoS QZS simeo

CosSx

3)

tan
¢ = arctan(tandg cosa), ¢g = arctcm(—(b
¢

) (4)

The initial needle OA and its projection OB will appear at rescaled dimen-
sions in the image. If we consider that the needle actually stands for a small edge
fragment, we can now describe how the text EDD changes from the initial po(¢o)
to pa (@) after rotation. Two elements need to be taken into account: the length
change |y — [ and the angle change ¢g — ¢. We express the new distribution as:

L doo

h(¢) = po(¢o) o do (5)

(0r10%

where h(¢) are some intermediary values. A renormalization of these values is
necessary in order to obtain a proper final probability distribution that adds up
to 1.

Therefore, the EDD transform model that we propose is:

ha 2 t
- Aa h(x(¢) = - 3 po(arctan( an¢
(1 = cos?¢ sina)2 cosa

) (6)
In eq.[6l the intermediary values h undergo renormalization. The expression for h
is obtained from eq. [ after evaluating the lengths ratio and the angle derivative.

Unfortunately, the model cannot be formally developed beyond this point,
making the numerical analysis our only option. This is the reason why we for-
mulate eq. [f using discrete sums. The EDD p,(¢) corresponding to rotated text
cannot be expressed in closed form as a function of the rotation angle o and the
base EDD po(¢g) corresponding to front-parallel text.

Qualitatively, after rotation around X axis, text appears compressed verti-
cally. This foreshortening effect is reflected in the EDD (fig. 2b): the horizontal
component of the distribution increases at the expense of the vertical one. The
changes in EDD are more pronounced at larger angles and this makes possible
recovering the rotation angle «.

Rotation Around Y Axis

We apply a similar analysis considering a rotation of angle 8 € (—90°,+90°)
around Y axis (see fig. Bh). The projection equations are:

ly =l cosp = ly cosgg cosf3, 1y, =1 sing = lg singg (7)
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Fig. 3. a) Text rotation around Y axis, b) EDD change after rotation around Y by 50°

Forward and backward relations for needle length and orientation are:

W
=1y \/1 — COS2¢)O 3in2ﬁ, lo=1 sin?¢ sin?( (8)

cos3
¢ = arctan(tzzs(go ), ¢o = arctan(tang cosf) (9)
Applying eq. Bl the EDD transform model becomes:
ha() cos?3
ps(¢) = m, ha(p) = (1 sin2o Sinzﬁ)% po(arctan(tang cosB)) (10)

where h are intermediary values that undergo renormalization.

Here again, pg(¢) (corresponding to rotated text) cannot be expressed in
closed form as a function of the rotation angle 8 and the base EDD pg(¢o)
(corresponding to front-parallel text).

Qualitatively, after rotation around Y axis, text appears compressed hori-
zontally. This foreshortening effect is reflected in the EDD (fig. Bb): the vertical
component of the distribution increases at the expense of the horizontal one.
The rotation angle 3 can be recovered because the changes in EDD are more
pronounced at larger angles.
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Fig. 4. a) Text rotation around Z axis, b) EDD change after rotation around Z by 40°
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Rotation Around Z Axis

In this case, text rotation by angle v € (0°,360°) simply results in a rotation of
the EDD (considered in polar form) by the same angle (see fig. H):

¢ =¢o+7, L=1o, py(¢) =1p0(d— ") (11)

4 Text-Pose Estimation Method

First we attempted to recover the rotation angle using multilinear regression and
obtained correlation coefficients larger than 0.85 between the cosine squared of
the rotation angle and the probability values in the EDD. But an obvious and
more appropriate choice is to use a neural network to extract the nonlinear
inverse relationship between the EDD and the rotation angle. The ground-truth
data needed to train and test the network is obtained using synthetic rotations
starting from front-parallel views.

However, in trying to recover the rotation angle directly from the EDD, two
problems appear: font-dependence of the base EDD and quadrant ambiguity.

An important underlying assumptions is that the base EDD corresponding to
the front-parallel view is almost the same for all machine-print text. Otherwise,
a change in the EDD due to font will be wrongly interpreted as a rotation. This
assumption is not true: the EDD is actually different for different fonts. We very
successfully exploited this fact in solving the problem of identifying people based
on their handwriting [§].

The second problem is quadrant ambiguity for rotations around X and Y:
under orthographic projection, text looks the same under rotation of +a and —«
(+6 and — (). The EDD cannot distinguish between the two situations and this
can also be confirmed by observing that the functions depending on the rotation
angle appearing in equations [6] and are even. For eliminating this problem,
the idea is to consider in the analysis two images rather a single one, the second
image being rotated at a fixed small angle § from to the first. In one quadrant,
the second image will be closer to the front-parallel view than the first. In the
other quadrant, the situation will be reversed. This will be clearly reflected in
the difference between the EDDs extracted from the two images and the neural
network will learn it from the training data. Using the difference between two
EDDs diminishes also the font-dependence problem. The robot, therefore, will
need - for rotations around Y axis - to make a small exploratory movement,
always to the same side (e.g. to the right) in order to alleviate the ambiguity.

For rotations around Z axis the quadrant ambiguity cannot be eliminated.
While usually the vertical component of text is stronger than the horizontal one
in machine-print, this difference is not reliable enough to obtain accurate predic-
tions based on it. The EDD is almost symmetric to rotations of 90° around Z axis
and consequently our solution can only encompass one quadrant. In this case,
two images are not needed, the EDD from a single image suffices to determine
the rotation angle.
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5 Results

We used a Sony Evi D-31 PAL controllable camera to collect 165 images con-
taining text in front-parallel view (gray-scale, 8 bits/pixel, 748x556 resolution).
We strived to obtain sufficient variability in the dataset: 10 different fonts, ap-
pearing at different sizes in the images, from a single word to a whole paragraph
per image. Single-axis synthetic rotations are applied to these images using our
own custom-built rotation engine. The number of bins in the EDD was set to
N = 36. This was found to give a sufficiently fine description of text texture
(10°/bin).

First we verify the validity of our EDD transform model and then we train
a neural network to predict the rotation angle and evaluate its performance.

Verification of the Theoretical Model

From every image in the dataset, we extract the base EDD corresponding to
the front-parallel view. We then randomly select a rotation angle and we theo-
retically compute (using equations [6] [I0, [[1)) what the EDD should be for the
rotated image (forward transform). We then apply the rotation on the image
and we directly extract the EDD corresponding to the new pose. We compare
the theoretically predicted EDD with the empirically extracted EDD to check
the validity of our formal model. An appropriate similarity measure between the
two EDDs is Bhattacharyya distance: the distance varies between 0 and 1 and
we express it in percentages to have an intuitive measure. If the distance is null,
the two distributions are identical.

We applied 400 random rotations on every image around each axis. The
average distance is around 1% (see table[I]) and in fig. Bh we show its dependence
on the rotation angle. For rotations around X and Y axes, the error increases
with the rotation angle. At larger angles, text is so compressed that letters

®

rotation around X ——
90 degree rotation around Z followed by rotation around X —— ft
H rotation around Y ===== H
14 |12 90 degree rotation around Z followed by rotation around Y ----- i

rotation around X ——
rotation around Y =-==-' [

RMS Error of Predicted Rotation Angle (degrees)

Bhattacharyya dist. theoretical vs empirical EDD (%)

h \\-.\ /I‘ ’
0 b ~ o
-75 -65 -55 -45 -35 -25 -15 -505 15 25 35 45 55 65 75 -75 -65 -55 -45 -35 -25 -15 505 15 25 35 45 55 65 75
4 rotation around Z =—— 10 rotation around Z =———|
3 7
GIANANAAAAAA N .
8 AN NP e 1
0 10 20 30 40 50 60 70 80 920 0 10 20 30 40 50 60 70 80 920
Rotation Angle (degrees) Real Rotation Angle (degrees)
a b

Fig.5. a) Verification of theoretical model: Bhattacharyya distance between theo-
retical and measured EDDs (in percentages). b) Prediction results: angular error (in
degrees). Horizontal lines represent average values (from table [II).
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Fig. 6. Typical performance: ”good” example up, "bad” example down. Angular pre-
dictions are given for rotations around X, Y, Z from left to right panel. Ideally all the
experimental points would be placed exactly on the diagonal for perfect predictions.

fuse together in a single lump and our mathematical model no longer correctly
describes the changes in the EDD. For rotations around Z, the error is small
and does not have a systematic trend, but we can observe a sampling artifact:
the error shows an oscillatory behavior as the probability flows from one bin to
another of the EDD.

Evaluation of the Angle Prediction Method

For predicting the rotation angle from the EDD (inverse transform), we use
a standard feed-forward neural network (3 layers, fully connected, nonlinear
transfer functions in the hidden layer). The network architecture is 36x10x1 (see
fig. Ib).

From the start, we split the data into 100 images for training and 65 for
testing. Every image is then rotated 400 times at random angles (40000 training
examples, 26000 testing examples). For rotations around X and Y, two rotated
images are in fact generated with a slight pose difference between them § = 10°.
The network is trained to predict the rotation angle (e.g. of the second image)
using the difference between the two EDDs. For rotations around Z, a single EDD
is used with rotations limited to one quadrant. Fig. [0 shows how the method
performs on two typical examples.

On the test data, we compute the root mean square (RMS) error between
the predicted and the real rotation angle. The average angular prediction error
is given in table[Il The method demonstrates good performance (3° - 7° angular
error). In fig. Bb we show the dependence of the angular error on the rotation
angle. As expected, it can be observed again that the error increases at larger
angles for rotations around X and Y axes. Another interesting observation is
that the prediction error for rotations around Y axis is larger than that for
rotations around X axis. So we performed the following simple test: we first
rotated all the images by 90° around Z and subsequently we applied all the
regular analysis. The angular error for rotations around X axis snaps into the
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Table 1. Correlation between theoretical model and empirical data (column 2). Overall
angle prediction error (column 3).

Rotation Theoretical Model |Angle Prediction

around Error (percentages) | Error (degrees)
X axis (pitch) 1.36% 3.8°
Y axis (yaw) 1.11% 6.6°
Z axis (roll) 0.78% 2.9°

range of errors for rotations around Y axis and the reverse (see figlhb), proving
to be an inherent property of the data. The explanation is that the vertical
component of text is more reliable than the horizontal one and, as it is most
affected by rotations around X axis, the prediction is more accurate in this case.
Unfortunately, rotations around Y axis represent the case of most interest for
our robotic application.

For rotations around Z axis, we can observe that for angles 7y close to 0° and
90° the error increases as confusion appears (especially for uppercase charac-
ters) between the vertical and the horizontal components, which are the most
prominent in the EDD. This is the reason why we opted for a single quadrant
solution for this type of rotation.

The method becomes unreliable for small characters (less than 20 pixels in
height or width) as the EDD cannot be consistently extracted. We found that
the method works well if more than 10 characters are present in the image (see
fig. @). In a qualitative evaluation, we found that the proposed method works
also on-line in combination with our controllable camera. The neural network,
trained and tested off-line on synthetic rotations, estimates reasonably well text-
pose during on-line operation under real rotations. The errors are, nevertheless,
relatively larger. We found that Greek fonts can be handled too by the same
neural network. It is important to note at this point that the proposed algo-
rithm is lightweight, on average 70 msec being necessary on a 3.0 GHz processor
to extract the EDDs from 2 images and run the neural network on their differ-
ence to predict the rotation angle. Therefore, using the robot’s ability to make
small exploratory movements seems like an attractive idea for solving the pose-
estimation problem. We treated here only canonical rotations. The method can
be directly extended to two-axis rotations. We have not addressed free three-axis
rotations. The proposed texture-based method for text-pose estimation does not
impose constraints on text layout. It works even when text lines are not present
or they are very short.

6 Conclusions

We presented a method for estimating the orientation of planar text surfaces us-
ing the edge-direction distribution (EDD) in combination with a neural network.
We considered single-axis rotations and we developed a mathematical model to
analyze how the EDD changes with the rotation angle under orthographic pro-
jection. We numerically verified the validity of our underlying mathematical
model. In order to solve the quadrant ambiguity and improve performance, for
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rotations around X and Y axes, we consider a pair of images with a slight rota-
tion difference between them. The change in the EDD is extracted and sent to a
feed-forward neural network that predicts the text rotation angle. The method
has been tested off-line with single-axis synthetic rotations and shows good per-
formance. Though limited in scope, the text-pose estimation method proposed
here is elegant, quite simple and very fast. Further work will be directed at inte-
grating this pose estimation method within a complete robotic reading system.
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