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Abstract 

Automatic text recognition from natural images 
receives a growing attention because of potential 
applications in image retrieval, robotics and 
intelligent transport system. Camera-based document 
analysis becomes a real possibility with the increasing 
resolution and availability of digital cameras.  

Our research objective is a system that reads the 
text encountered in natural scenes with the aim to 
provide assistance to visually impaired persons. In the 
case of a blind person, finding the text region is the 
first important problem that must be addressed, 
because it cannot be assumed that the acquired image 
contains only characters. 

In a previous paper [1], we propose four text-
detection methods based on connected components. 
Finding small characters needed significant 
improvement. This paper describes a new text-
detection method geared for small text characters. 
This method uses Fisher's Discriminant Rate (FDR) to 
decide whether an image area should be binarized 
using local or global thresholds. Fusing the new 
method with a previous morphology-based one yields 
improved results.  

Using a controllable webcam and a laptop PC, we 
developed a prototype that works in real time. At first, 
our system tries to find in the image areas with small 
characters. Then it zooms into the found areas to 
retake higher resolution images necessary for 
character recognition. Going from this proof-of-
concept to a complete system requires further research 
effort. 

1. Introduction 

The number of visually impaired persons is steadily 
increasing due to diabetes, eye diseases, traffic 
accidents, aging and other causes. There are about 
200,000 persons with acquired blindness in Japan. 
Computer applications that provide support to the 
visually impaired persons have become an important 
theme. A navigation system for pedestrians using GPS 
on cellular phones is in current use. It can provide 
support to a blind person willing to go outside 
unaccompanied. However, reaching the exact 
destination in a city environment still requires 
additional information, like the text signs besides an 
office entrance. The GPS-based navigation system 
would be usefully complemented by a portable text 
reading system. More generally, when a visually 
impaired person is walking in a man-made environment, 
it is important to be able to acquire the text information 
which is present in the scene. For example, a 'stop' sign 
at a crossing without acoustic signal has an important 
meaning. As another example, if the signboard of a 
store can be read, the shopping wishes of the blind 
person can be satisfied easier. In a previous publication 
[1], we described the system design for a camera-based 
reading system that extracts text information from 
natural scene images and we evaluated the 
effectiveness of several text -detection methods on a 
dataset of static  images. We found that the 
effectiveness of different methods strongly depends on 
character size. Since in natural scenes the observed 
characters may have widely different sizes, it is  
therefore difficult to extract all text areas from the image 
using only a single method. This would especially be 
the case for the real-world images acquired by a 
visually impaired person. In our previous study, the 



weakest method regarded the extraction of image areas 
containing small text characters, less than 30 pixels in 
height or width. Small characters appear very frequently 
in natural scene images and detecting then is important. 
Because a first captured image does not always contain 
sufficiently clear characters, zooming into the candidate 
text area becomes a necessity. This requires the use of 
a controllable camera with pan-tilt-zoom capabilities. 

In this paper we describe and evaluate an improved 
method for finding small text  characters. We developed 
an actual prototype working in real time using a 
controllable webcam connected to a laptop PC. This 
paper describes also its performance. 

2. System design 

Figure 1 shows the general configuration of our 
proposed system. The building elements are a laptop 
PC, a web camera and a voice synthesizer. Zooming, 
pan-tilt motion and auto-focus are essential functions 
required for the web camera. The system enters in 
action whenever a user presses a button specially 
designed in the user interface. The camera, in principle 
placed on the user's shoulder, acquires an image of the 
scene. Then the search for text areas is performed using 
several different methods exploiting edge, color and 
morphological information. In the current paper, we 
focus on text -detection methods geared for small 
characters. If text areas are detected in the initial input 
image, the camera zooms -in to obtain more detailed 
images of each candidate text area. The higher 
resolution characters are then recognized and read out 
to the blind person via a voice synthesizer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 System Design 

3. Text extraction method 

3.1 Mathematical-morphology-based method 

In previous work [1], we analyzed a character 
extraction method for small character (less than 32x32 
pixels) based on mathematical morphology operations. 

We used a modified top-hat processing capable to 
extract text areas based on the property that the text 
characters are very thin structures vulnerable to 
erosion. 

The method requires that the text pixels have 
intensity values sufficiently different from the 
background, a global threshold being used for 
binarizing the image prior to connected component 
extraction. The method encounters difficulties for text 
with low contrast when a local threshold would be need. 
The new method we present in the next  section of the 
paper addresses this problem. 

3.2 FDR-based method 

We propose a new extraction method that combines 
global and local image binarizations. Our technique is 
essentially based on Otsu's binarization method and it 
is applied in the same way in all three-color channels. 
The input image is divided in non-overlapping tiles of 
in 32x32 pixels. For every such tile, Fisher's Discriminant 
Rate (FDR) is  computed from the histogram of the each 
color channel using equation (1): 
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If characters are present in a tile (Fig.2), then the local 
histogram has two peaks and this is reflected in a high 
value for the FDR. For quasi-uniform tiles (Fig.3(a)) the 
histogram has one peak and the value of the FDR is 
small. For more complex areas (Fig.3(b)) the histogram is 
dispersed resulting in higher FDR values, but which are 
still usually lower than in the case of text areas. 
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Fig.2 Character Area and Histogram 

  
(a) Uniform Area (ex. Background) 

 

  
(b) Complex Area 

Fig.3 Examples of non Character Area 

The FDR therefore can be used for detecting the 
image tiles with a bimodal gray-level histogram. For 
image tiles with high FDR values, the local Otsu 
threshold is used for binarizing the image. For tiles with 
low FDR values, the global Otsu threshold is used 
instead. A threshold value of 5.0 for the FDR was 
chosen through experimentation. After binarizing all 
three-color channels independently, each pixel can only 
have 23 = 8 possible combinations of color values, the 
color space being therefore reduced to 8 colors. We 
separate the 8 binary images and then we extract 
connected-components on each one independently. 
 

 
(a)  
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(a) Original Image 
(b) 8-colored image by 

FDR method 
(c) Extracted candidate 

character areas  

Fig.4 Example of FDR based method  

Fig. 4 shows example image of character extraction by 
FDR method. You can see an 8-colored image that some 
tiles are binarized by local threshold in Fig4 (b). 

3.3 Connected-component extraction and 
selection 

Up to this point, the proposed methods are very 
general in nature and not very specific to text detection. 
As expected, many of the extracted CoCos do not 
actually contain text characters. At this point simple 
rules are used to filter out the false detections. We 
impose constraints on the aspect ratio and area to 
decrease the number of non-character candidates. Fig. 5 
gives an overview of the CoCo selection rules used in 
our method. Wi and Hi are the width and height of an 
extracted CoCo, x∆ and y∆  are the distances between 

their centers of gravity. Aspect ratio is computed as 
width / height. An important observation is that, 
generally, text characters do not appear alone, but 
together with other characters of similar dimensions 
and usually regularly placed in a horizontal string. We 
use selection rules based on the relative placement of 
CoCos to further eliminate from all the detected CoCos 
those that do not actually correspond to text characters. 

The system goes through all combinations of two 
CoCos and only those complying with all the selection 
rules succeed in becoming part  of the final proposed 
text region. 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Connecting Component Rules 

4.Evaluation Experiments 

For evaluating the performance of the proposed 
methods, we used the dataset made available with the 
occasion of the ICDAR 2003 Robust Reading 
Competition [5]. The images are organized in three 
sections: Sample, Trial and Competition. Only the first 
two are publicly available, the third set of images being 
kept separate by the competition organizers to have a 
completely objective evaluation. The Trial directory has 
two subdirectories: Trial-Train and Trial-Test. The 

FDR = 9.82 

FDR = 1.04 

FDR = 2.02 



Trial-Train images should be used to train and tune the 
algorithms. As we do not use machine learning in our 
approach, we included all the images in Trial-Test and 
Trial-Train for evaluation. This difficult dataset 
contains a total of 508 realistic images with textual 
content. 

Our evaluation method is inspired from the one used 
in the ICDAR2003 competition, but it is much simpler. 
The ICDAR2003 evaluation computes the notions of 
precision and recall using words as detection instances. 
At the moment, our system does not have layout-
analysis and/or character recognition modules that 
would allow finding words in the detected regions. We 
compute precision and recall using image areas 
expressed in terms of number of pixels. 

Precision p is defined as the number of correct 
estimates C divided by the total number of estimates E. 
Recall r is defined as the number of correct estimates C 
divided by the total number of targets T. 

||/ Ecp = , ||/ Tcr =  

E is the area proposed by our algorithm, T is the 
manually labeled text  area and C is their intersection. 
We then compute the average precision and recall aver 
all the images in the dataset. There is usually a trade-off 
between precision and recall for a given algorithm. It is 
therefore necessary to combine them into a single final 
measure of quality f: 

1)/)1(/( −−+= rpf αα  

The parameter α  was set to 0.5, giving equal weights 
to precision and recall in the combined measure f. 

4.1 Evaluation of Extraction method for Small 
Characters  

For evaluating our FDR-based method for detecting 
small characters, we separated from the ICDAR dataset 
75 images containing characters smaller than 30 pixels 
in height. Table 1 shows our experimental results. The 
newly proposed method yields higher precision and 
lower recall than the conventional method based on 
mathematical morphology. 

Table 1 Results of Small Character Data set 
 p R f 

Proposed Method 
Classification by FDR 

0.51 0.31 0.39 

Conventional Method 
Morphological operation 

0.47 0.35 0.40 

ORing of 2 method 0.46 0.50 0.48 

 
However, by ORing the two methods, a high recall 

value is achieved with a significant improvement on the 

combined f value as well. This means that each method 
extracts somewhat complementary regions and an OR 
fusion is beneficial for finding as much as possible of 
the small character areas present in the image. 

4.2 Evaluation of Extraction method for 
Large Characters  

Table 2 shows result of our extraction method for 
large characters [1]. The Sobel edge-based text 
detection method obtained top overall performance.  

Table 2 Results of All Images 
 p r f 

Sobel edge-based 0.60 0.64 0.62 
Reverse 0.62 0.39 0.50 
8-colored 0.56 0.43 0.49 

ORing of 3 method 0.51 0.73 0.62 
 

5. Description of a working prototype 

In order to directly text our methods in a more 
dynamic setting, we have built a working system. A 
Logitech QVR-1 camera with zooming, pan-tilt motion 
and auto-focus functions was coupled to a laptop PC.  

Fig. 6 shows example of captured images by the 
prototype system. When a user wants to obtain the 
textual information present in the scene, he/she presses 
the capture button.  The camera, placed on his/her 
shoulder, will automatically search for text areas. Our 
prototype system employs several text -detection 
methods in order to minimize the miss rate. This 
prototype system works in real time. The FDR based 
method is applied to first captured images (Fig.6 (a)) to 
find small text areas, this method works within 200ms 
(Intel Pentium4 1.4GHz). Since the images might contain 
large character, we also use the Sobel method. The 
system memorizes target positions of grouped 
candidate areas. After zooming in, Sobel method is 
applied to extract large characters for character 
recognition. Image processing time by Sobel method 
per frame is within about 300ms. The performance of 
our system is not perfect and it is very much in line with 
the reported precision and recall values in table 1 and 
table 2. In principle, it is a natural job for the character 
recognizer to reject many of the false text detections 
based on its  knowledge of character shape in a 
complete system. 

In addition, the methods described in this paper are 
used for detecting small characters. Up to the present, 
the detection/pan-tilt-zoom functionality was tested in 



the prototype. Character recognition has not been 
implemented yet. 

 

 
(a) First captured image 

 
(b) Zoomed in image 1 

 
(c) Zoomed in image 2 

 
(d) Zoomed in image 3 

Fig. 6 Captured image by the prototype system 

6. Conclusion and Future works 

In this paper, we presented our research efforts 
aiming at developing a camera-based text reading 
system for visually impaired persons. We implemented 
and evaluated a new text -detection method for image 
areas containing small characters. The OR fusion 
between the new method and a previous morphology-
based method achieves high recall rates and an f value 
of 0.50.  

We built a working prototype with pan-tilt-zoom 
functionality. However, current results are not enough 
for practical use. Future work will focus on new 
methods for extracting text characters with higher 
accuracy and on the development of a full 
demonstration system. 
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