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Altruistic Behavior by 14-month-old Infants
[Warneken & Tomasello, 2007]



Two Important Aspects in Cognitive Development
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Predictive Coding: A Principle of Human Brain
[Friston et al., 2006; Friston, 2010; Clark, 2013]

• The human brain perceives the world (i.e., perceptual inference) and acts on the world (i.e., active 
inference) so as to minimize prediction errors.
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Optical Illusion Generated by Predictive Brain

Which area is lighter, A or B?
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Cognitive Development Based on Predictive Learning
[Nagai, Phil Trans B 2019]

(a)  Updating the internal model through own 
sensorimotor experiences
– Non-social (i.e., self-oriented) behaviors

(b)  Generating actions to alter sensory signals 
– Proto-social (i.e., other-oriented) behaviors
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• Infants acquire various cognitive abilities through learning to minimize prediction errors:
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Open-Ended Cognitive Development 
in Robots



Action Production Facilitates Action Perception in Infants
[Sommerville et al., 2005; Gerson & Woodward, 2014]

• 3-month-old infants detect the goal-directed structure of others’ actions only when they were given
experiences of generating the same actions.
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2.3. Results and discussion
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3 Throughout the task, the location of the toys, the side of the habituation reach and the test event shown first
were roughly counterbalanced for each condition. During the habituation phase, 8 reach-first and 10 watch-first

infants saw the ball on their right-hand side and 8 reach-first and 7 watch-first infants saw the actor reach to the
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2.3.2. Action task
To more closely investigate the impact of the mittens on infants’ object-directed

behavior and the relation between habituation task and action task performance, we
calculated the proportion of time that infants directed coordinated gaze and manual
contact4 toward the objects (see Fig. 4). Across both conditions, infants spent a greater
proportion of time in coordinated gaze and manual contact with the toys when the mittens
were on versus when they were off (F(1,23)Z8.6, P!.01), indicating that wearing the
mittens enhanced infants’ object-directed manual actions. Moreover, while wearing
mittens infants’ average number of touches to a toy which were directly preceded by a
look to the toy (MZ9.5, SEZ1.03) was significantly higher than the average number of
touches in which looks to the toy occurred as a consequence of manual contact (MZ5.9,
SEZ.67; t(26)Z3.6, P!.001). This prospectivity of behavior has been suggested to be a
hallmark of goal-directed action (von Hofsten, 2004). The order in which infants received
the habituation task had no effect on amount of time in coordinated contact with the
objects while wearing the mittens (t!1.0). Thus, there was no evidence that watching
another person reach for and grasp objects influenced infants’ tendency to engage in
coordinated gaze and manual contact with similar objects in their own actions.

To further investigate the effect of mittened experience on infants’ responses in the
habituation paradigm, we next focused on infants in the reach-first condition. We
conducted a series of correlational analyses to evaluate the relation between infants’
habituation responses (as measured by the difference in looking time on the first new goal
and new path test trials) and aspects of their experience during the mittens phase. Infants’
habituation response was correlated with their overall amount of coordinated gaze and
manual contact on the toys while wearing mittens, rZ.57, P!.04, but not with their total
amount of visual contact with the toys, rZ.18, PO.6 or their amount of coordinated gaze
and manual contact without the mittens, rZ.13, PO.7. Thus, infants’ responses to the
habituation events seemed to reflect the extent to which they had engaged in organized
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Fig. 3. Looking times to test events (habituation task).

4 Coordinated gaze and manual contact with objects was calculated in seconds and defined as instances of
manual contact with the toy(s) that was accompanied by eye gaze toward the toy that was touched.
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Mirror Neurons [Rizzolatti et al., 1996; 2001]

• Originally found in monkey’s premotor cortex
• Discharge both:
– when executing own actions
– when observing the same action performed by other individuals

• Understand others’ action and intention based on self’s motor representation

G. Rizzolatti et al. / Cognitice Brain Research 3 (1996) 131-141 133 

Geometric solids of different size and shape were placed 
inside the box. The monkey started each trial by pressing a 
switch. Switch lit the box and made the object visible. 
After a delay of 1.2-1.5 s, the box front door opened, thus 
allowing the monkey to reach for and grasp the object. The 
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animal was rewarded with a piece of food located in a well 
under the object. Arm and hand movements were recorded 
using a computerized movement recording system (ELITE 
System, see [14]). This system consists of two infrared 
TV-cameras and a processor which elaborates the video 
images in real time and reconstructs the 3D position of 
infrared reflecting markers. The markers used for recon- 
structing the monkey's hand and arm movements were 
placed on the first phalanges of the thumb and the index 
finger and on the radial apophysis. 

2.3. Testing of 'mirror' properties 

'Mirror'  properties were tested by performing a series 
of motor actions in front of the monkey. These actions 
were related to food grasping (e.g. presenting the food to 
the monkey, putting it on a surface, grasping it, giving it to 
a second experimenter or taking it away from him), to 
manipulation of food or other objects (e.g. breaking, tear- 
ing, folding), or were intransitive gestures (non-object 
related) with or without 'emotional' content (e.g. threaten- 
ing gestures, lifting the arms, waving the hand, etc.). 

In order to verify whether the recorded neuron coded 
specifically hand-object interactions, the following actions 
were also performed: movements of the hand mimicking 
grasping in the absence of the object; prehension move- 
ments of food or other objects performed with tools (e.g. 
forceps, pincers); simultaneous combined movements of 
the food and hand, spatially separated one from the other. 
All experimenter's actions were repeated on the right and 
on the left of the monkey at various distances (50 cm, 1 m 
and 2 m). 

The animal's behavior and the experimenters' actions 
during testing of complex visual properties were recorded 
on one track of a videotape. The neural activity was 
simultaneously recorded on a second track, in order to 
correlate the monkey's behavior or the experimenters' 
actions to the neuron's discharge. When possible, response 
histograms were also constructed using a contact detecting 
circuit for aligning behavioral events and neuron's dis- 
charge. 

Fig. 2. Visual and motor responses of a mirror neuron. The behavioral 
situations are schematically represented in the upper part of each panel. In 
the lower part are shown a series of consecutive rasters and the relative 
peristimulus response histograms. A, the experimenter grasps a piece of 
food with his hand and moves it towards the monkey who, at the end of 
the trial, grasps it. The neuron discharges during grasping observation, 
ceases to fire when the food is moved and discharges again when the 
monkey grasps it. B, the experimenter grasps the food with a tool. 
Subsequent sequence of events as in A. The neuron response during 
action observation is absent. C, the monkey grasps food in the darkness. 
In A and B the rasters are aligned with the moment in which the food is 
grasped by the experimenter (vertical line across the rasters). In C the 
alignment is with the approximate beginning of the grasping movement. 
Histogram bin width: 20 ms. Ordinates, spikes/bin; abscissae, time. 
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Recently we discovered that a particular subset of F5 
neurons, which from the motor point of view are undistin- 
guishable from the rest of the population, discharge when 
the monkey observes meaningful hand movements made 
by the experimenter ( 'mirror neurons') [9]. The effective 
experimenter's movements included, among others, plac- 
ing or taking away objects from a table, grasping food 
from another experimenter, manipulating objects. There 
was always a link between the effective observed move- 
ment and the effective executed movement. 

These data suggest that area F5 is endowed with an 
observation/execution matching system. When the mon- 
key observes a motor action that belongs (or resembles) its 
movement repertoire, this action is automatically retrieved. 
The retrieved action is not necessarily executed. It is only 
represented in the motor system. We speculated that this 
observation/execution mechanism plays a role in under- 
standing the meaning of motor events [9,22]. 

The main aim of the present article is to discuss this 
proposal, taking into consideration some recent data show- 
ing that an observation/execution matching system does 
exists in man [13] and that the cortical region involved in 
this matching is a part of the region usually referred to as 
Broca's area [53]. Since this article means to be essentially 
a theoretical article, in the Results section we will present 
only a description of the most important features of  'mir- 
ror' neurons and will show some examples of them. A 
detailed description of these neurons and all the control 
experiments (e.g. EMG recordings, recordings from F1 
neurons) that we performed in order to exclude that 'mir- 
ror' effect could be due to monkey's  movements or other 
spurious factors will be presented elsewhere. 

2. Materials and methods 

2.1. Recording 

Single neurons were recorded from two unanesthetized, 
behaving monkeys (Macaca nemestrina). All experimental 
protocols were approved by the Veterinarian Animal Care 
and Use Committee of the University of Parma and com- 
plied with the European law on the humane care and use 
of laboratory animals. 

The surgical procedures for neuron recordings were the 
same as previously described [17,54]. The head implant 
included a head holder and a chamber for single-unit 
recordings. Neurons were recorded using tungsten micro- 
electrodes inserted through the dura which was left intact. 
Neuronal activity was amplified and monitored on an 
oscilloscope. Individual action potentials were isolated with 
a time-amplitude voltage discriminator. The output signal 
from the voltage discriminator was monitored and fed to a 
PC for analysis. 

2.2. 'Clinical'  testing and behavioral paradigm 

All neurons were first informally tested by showing the 
monkey objects of different size and shape, and by letting 
him grasp them (for details see [17,52]). Every time a 
neuron became active during the monkey's  hand move- 
ments, its properties were studied in a behaviorally con- 
trolled situation. A testing box was placed in front of the 
monkey. The box front door was formed by a one-way 
mirror. The room illumination was such that the monkey 
could not see inside the box during intertrial periods. 

rip LIP" ~ ' ~  

7b 

s 

Fig. 1. Lateral view of the monkey brain. The shaded area shows the anatomical localization of the recorded neurons. Frontal agranular cortical areas are 
classified according to Matelli et al. [33]. Abbreviations: AlP, anterior intraparietal area; AIs, inferior arcuate sulcus; ASs, superior arcuate sulcus; Cs, 
central sulcus; IPs, intraparietal sulcus; LIP, lateral intraparietal area; Ls, lateral sulcus; MIP, medial intraparietal area; Ps, principal sulcus; SI, primary 
somatosensory area; SII, secondary somatosensory area; STs, superior temporal sulcus; VIP, ventral intraparietal area. Note that IPs and Ls have beeen 
opened to show hidden areas. 

[Rizzolatti et al., 1996]
[Iacoboni & Dapretto, 2006]



Predictive Learning for Action Production and Perception

Action production:
• Predictive learning (i.e., 

minimizing 𝒙"# − 𝒙%&' ) 
to associate visual, tactile, 
and proprioceptive signals

[Copete, Nagai, & Asada, ICDL-EpiRob 2016]
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Predictive Learning for Action Production and Perception

Action production:
• Predictive learning (i.e., 

minimizing 𝒙"# − 𝒙%&' ) 
to associate visual, tactile, 
and proprioceptive signals

Action perception:
• Visual action prediction 

facilitated by imaginary 
tactile and proprioceptive 
signals

𝒙%&' 𝑡 − 𝑇 + 2 , …, 𝒙%&' 𝑡 , 𝒙%&' 𝑡 + 1

𝒙"# 𝑡 − 𝑇 + 2 , …, 𝒙"# 𝑡 , null 

Deep
autoencoder

[Copete, Nagai, & Asada, ICDL-EpiRob 2016]



Result 1: Prediction of Observed Action

Input/output signals
• Vision: camera image (30 dim)

• Tactile: on/off (3 dim)

• Proprioception: joint angles of the arm (4 dim) 

… for 𝑇 = 30 steps
Assumption
• Shared viewpoint between self and other

Predicted image Classification of prediction

Correct goal

Incorrect goal

No goal

Actual
image

Predicted
image

[Copete, Nagai, & Asada, ICDL-EpiRob 2016]



Result 2: Prediction Accuracy Improved by Action Generation

Correct goal

Incorrect goal

No goal

Reaching for left

Reaching for center

Reaching for right

Learning through action generation … action observation

[Copete, Nagai, & Asada, ICDL-EpiRob 2016]



Emergence of Helping Behavior Based on 
Minimization of Prediction Error
[Baraglia, Nagai, & Asada, TCDS 2016; Baraglia et al., IJRR 2017]



Open-Ended Affordance Learning 
in Robots

Prof. Erhan OztopProf. Emre Ugur



https://www.youtube.com/watch?v=8vNxjwt2AqY



Staged Development of Robot Skills

1. Discovery of behavior primitives
– A robot equipped with reflexes learns to discover behavior primitives by exploring 

its parameter space.

2. Affordance learning
– The robot executes the discovered behavior primitives on different objects and 

learns the cause-and-effect relationship (i.e., affordance).

3. Imitation learning through social interaction
– The robot imitates actions presented by tutors by exploiting learned affordances.

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]



Stage 1: Discovery of Behavior Primitives

• Inherent reflex behaviors (swiping and 
grasping) are executed on an object using 
different parameters:
– Target position
– Initial and end positions of the hand
– Open and close states of the hand

• Behavior primitives bi are discovered based 
on the similarity of the tactile profile 𝑻1&23:

𝐶5 5678 ← X −means 𝑻1&23
@

@67

A

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]



Result 1: Behavior Primitives Discovered through Explorations

Four primitives:  
• Push: temporary touch of fingers
• No-touch: no touch
• Release: temporary activation of 

fingers and palm
• Grasp: activation of fingers and palm

until final position

hand trajectories
finger touch
palm touch

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]



Stage 2: Affordance Learning

• Affordances 𝒇"#"1, 𝑏5, 𝒇'EE'F1 are acquired 
by executing the behavior primitives 𝑏5 on 
different objects with different features 𝒇
(e.g., size, position, etc.):

𝒇"#"1, 𝑏5, 𝒇'EE'F1
where 𝒇'EE'F1 = 𝒇'#G − 𝒇"#"1

• Effects 𝒇'EE'F1 are learned to be predicted by 
further exploring 𝑏5 with different end 
positions:

𝒇"#"1, 𝑏5 → 𝒇'EE'F1 (𝒇'#G)

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]



Result 2: Affordance and Effect Prediction

Three affordances:
• Pushability
• Rollability
• Graspability

Effect predictions:
• Effects 𝒇'EE'F1 (e.g., object position) 

is properly predicted based on 
acquired affordances.

Graspability

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]

Predicted effects
(object position)

with different grasps
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Stage 3: Imitation Learning through Social Interaction

• Affordances involving multiple objects are learned through social interaction using the acquired single-
object affordances.

• Sub-goals (i.e., 𝒇"#"1, … , 𝒇J, … , 𝒇'#G) to be imitated are extracted based on single-object affordances.

ex.) Affordances acquired by 
the robot

– Pushability
– Rollability
– Graspability

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]

Without action exaggeration
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Result 3: Impact of Social Interaction on Demonstrations

• Roundabout ratio: lower à higher • Duration of demonstration: shorter à longer

[Ugur, Nagai, Sahin, & Oztop, IEEE TAMD 2015]



Conclusion



Cognitive Development Based on Predictive Learning
[Nagai, Phil Trans B 2019]

(a)  Updating the internal model through own 
sensorimotor experiences
– Non-social (i.e., self-oriented) behaviors

(b)  Generating actions to alter sensory signals 
– Proto-social (i.e., other-oriented) behaviors
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What is a fundamental ability for cognitive development? Although many
researchers have been addressing this question, no shared understanding
has been acquired yet. We propose that predictive learning of sensorimotor sig-
nals plays a key role in early cognitive development. The human brain is
known to represent sensorimotor signals in a predictive manner, i.e. it attempts
to minimize prediction error between incoming sensory signals and top–down
prediction. We extend this view and suggest that two mechanisms for mini-
mizing prediction error lead to the development of cognitive abilities during
early infancy. The first mechanism is to update an immature predictor. The pre-
dictor must be trained through sensorimotor experiences because it does not
inherently have prediction ability. The second mechanism is to execute an
action anticipated by the predictor. Interacting with other individuals often
increases prediction error, which can be minimized by executing one’s own
action corresponding to others’ action. Our experiments using robotic systems
replicated developmental dynamics observed in infants. The capabilities of
self–other cognition and goal-directed action were acquired based on the
first mechanism, whereas imitation and prosocial behaviours emerged based
on the second mechanism. Our theory further provides a potential mechanism
for autism spectrum condition. Atypical tolerance for prediction error is
hypothesized to be a cause of perceptual and social difficulties.

This article is part of the theme issue ‘From social brains to social robots:
applying neurocognitive insights to human–robot interaction’.

1. Introduction
Human infants acquire various types of cognitive abilities after birth. Although
neonates do not seem to inherently know how to control their body or how to
interact with an environment, their actions become more accurate and purposeful
with increased experience. The ability to communicate with other individuals also
develops through primary social interactions. Young infants, who may not know
with whom to interact (e.g. social versus non-social agents) or how to interact
with them, learn to be engaged in social relationships with the help of their
carers. A big mystery here is the nature of the fundamental ability that leads to
cognitive development. Despite a number of findings from behavioural and
neuroscience studies, the mechanisms underlying cognitive development have
not yet been completely uncovered. One well-known developmental theory is
the dynamical systems approach [1,2], which suggests that motor and cognitive
development appears as a dynamical change within a complex system. For
example, new behaviours are thought to emerge as a result of many decentralized
and local interactions between infants and their environment. This theory pro-
vides a feasible explanation; however, it focuses on the phenomenal aspect
rather than the underlying neural mechanism. It is therefore hard for compu-
tational researchers to break the theory down into mathematical architectures.
An open challenge is to devise a computational unified theory that accounts for
the underlying mechanisms of development.

& 2019 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted use, provided the original
author and source are credited.
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