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Abstract

Cognitive systemsare wilder thantoday's dynamical systems theorycan handle. While
cognitive systemamight be tamed irprinciple, it seemghat thevery notion of adynamical
system will change in the process.

Commentary

Van Gelder stresses the power of regaathematicainsightsinto dynamicalsystems. Indeed,
today we haverofound insightinto the qualitativephenomenology (attractors, bifurcations,
stability) of low-dimensional, input-free systems; hawsasking familiarity with chaos;know
something about high-dimensionadllective dynamicsand have inklings of spatial ambn-
stationary systems.

Dynamical-systems oriented investigations into cognisiystemsmake use of what igoday
mathematically possible. Typically, a cognitive system is measured or simulated in a
approximately stationary mode, i.e. with input that mogheftimechanges mucklowerthan
on thesystem's owrtimescale. Thdime series thusobtained are then eithetescribedas
resulting from a certain class of dynamical laws (like in the DFT model cited béefaler), or



they are mathematicallgxplained as resulting from universal lawsoncerning attractors,
bifurcations, and chaos-related phenomena (as in the HKB model reported by van Gelder).

The systems thus studied are typically anatomical or functsuteystems ofompleteagents.
When completeagents are investigate@.g. Beer 1995b: walking insects; Smithers 1995:
maneuvering robots), only a minute fraction of their behavioral repertoire is ever assessed.

Arguably, complete cognitivesystemshave thefollowing properties: (i) theyare driven by
stochastic input which varies @he system's owrcharacteristic timescales, (ii) thaye high-
dimensional, with many variables developing according to diffefamts in different
subsystems(iii) and they arenon-stationary. Non-stationarity iere understood as resulting
from a non-parametric change tine dynamical lawtself, asoccasionece.g. bytopological
restructuring of neural connectivity, by evolutionary processes, or by growth.

I will call systems having properties (i)-(iilild systems.

Wild systemscannot be caught bipday'smathematicians. Even basic concdiis attractors
or bifurcations cease to be of much helpsystems driven byast, stochasticinput. High-
dimensionalkystemscurrently canonly be approached with respect to some kindafiective
parameters , like in synergetic systems or mean-fipfitoaches. Finally, withon-stationarity
of the hard kind meant in (iii) we are simply lost.

In my view, cognition canonly be rightfully understood as a property of complsieiated
agents. This is also the view of the interdisciplinary strand of research variously referred to as,
e.g., "situated action", "behavior-based robotics", or "new Al" (Pfeifer & Scheier 1998).

Therefore, given the premises:

» cognition is irreducibly a property of complete, situated agents,
» complete, situated agents are wild systems,

» current dynamical systems theory cannot catch wild systems,

it follows that

» current dynamical systems theory cannot catch cognitive systems.

Oneremedy is to bring in CHagain, and pursue "hybrid" models of cognitidixamples
abound,especially in mobileobotics. While most of these hybrid architecturamout to an
addition of dynamical and computational-symboliceddules, somaim at atrue marriage of
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DH with CH (e.g. Jaegerl994, Tsotsos 199Hertzberg etal. 1998). This leads to richer
notions of dynamical systems than those contained in van Gelder's table 1.

Another remedy is to further dynamical systetmesory. Unfortunately, progress is slosmce
dynamicalsystems theory is mostlyeing developed by pummathematiciansand theoretical
physicists whohave little interest in wild systems.The only exception | am aware of is
Casdagli's (1992) generalization of chaos to input-driven systems (but of terssenust be
others).

| think more hopeests oncontrol theorists, whocombine a mathematical inclinationth a
professional interest in wildystems. Howevemnost control theorists prefer tomesticize

wild systems bylinearization, rather than to embark on wild mathematics. Iropagion, the
principal advance afforded by control theorythst anotion of optimal behaviorand hence
ofgoal-directednesss integrated into dynamicalystems theory. To me it seems obvidlet

some notion of goal-directedness must be included into any satisfactory model of cognitive
systems. Again, van Gelder's table 1 would have to be expanded.

| take theopportunity to mention aecentprogress in hunting wildsystems, namely, the
"observable operator modelfOOMs) (Jaeger1997). OOMs can model any stationary
stochastic system driven by stochastigut. They comeequipped with a constructive learning
algorithm which is faster byrders ofmagnitude than current state-of-the-art hillclimbing
procedures (cf. Bengio 1996).

The surprising powers o©OOMs arise from a re-interpretation of whatlgnamicalsystem is.
Classically,temporal development is seen asugcession oftatesin some statspace. By
contrast, anOOM trajectory is asuccession obperators (hence, "observableperators”).
Intuitively, OOMs model temporal development as actions which bring fenh actions. This
nicely allows to model thoughts (concepts, propositiomsental images, associations...) as
bringing forth successive thoughts. Neechanism or'law” would be needed besides the
thoughts themselves. Again, van Gelder's table 1 would have to grow.

Tim van Gelder,being ascrupulous philosopher, forwards DH a&ygpothesis Personally |
believe DH is true. But | also believe we don't understand what DH means. Our @o&dos
narrow when dynamical systems get as wild as ¢agnition. |feel most grateful toward Tim
van Gelder for rowing us out into clear waters, but we still have to learn how to lift sails.
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