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Abstract. In this paper we aim to formally model individual, social and
collective motivational attitudes in teams of agents involved in Coopera-
tive Problem Solving. Particular attention is given to the strongest mo-
tivational attitude, collective commitment, which leads to team action.
First, building on our previous work, a logical framework is sketched in
which social commitments and collective intentions are formalized. Then,
different versions of collective commitments are given, reflecting different
aspects of Cooperative Problem Solving, and applicable in different sit-
uations. The definitions differ with respect to the aspects of teamwork of
which the agents involved are aware, and the kind of awareness present
within a team. In this way a kind of tuning mechanism is provided for the
system developer to tune a version of collective commitment fitting the
circumstances. Finally, we focus attention on a few exemplar versions
of collective commitment resulting from instantiating the general tun-
ing scheme, and sketch for which kinds of organization and application
domains they are appropriate.

1 Introduction

Variety is the core of multiagent systems. This simple sentence expresses the
many dimensions on which the field of multiagent systems (henceforth MAS)
is distinguished from distributed AI. The basic assumption underlying MAS is
relaxing the constraints that were fixed before, in order to meet the needs of goal-
directed behaviour in a dynamic and unpredictable environment. This is reflected
in complex and possibly flexible patterns of interaction in MAS. Together with
autonomy of agents and social structure of cooperative groups this determines
the novelty of the agent-based approach.

Variety is the core of multiagent systems also because of important links with
other disciplines, as witnessed by the following quote from [30]:



A number of areas of philosophy have been influential in agent theory and
design. The philosophy of beliefs and intentions, for example, led directly
to the BDI model of rational agency, used to represent the internal states
of an autonomous agent. Speech act theory, a branch of the philosophy of
language, has been used to give a semantics to the agent communication
language of FIPA. Similarly, argumentation theory — the philosophy
of argument and debate, which dates from the work of Aristotle — is
now being used by the designers of agent interaction protocols for the
design of richer languages, able to support argument and non-deductive
reasoning. Issues of trust and obligations in multi-agent systems have
drawn on philosophical theories of delegation and norms.

Social sciences: Although perhaps less developed than for economics,
various links between agent technologies and the social sciences have
emerged. Because multi-agent systems are comprised of interacting, au-
tonomous entities, issues of organisational design and political theory
become important in their design and evaluation. Because prediction
of other agents’ actions may be important to an agent, sociological and
legal theories of norms and group behaviour are relevant, along with psy-
chological theories of trust and persuasion. Moreover for agents acting
on behalf of others (whether human or not), preference elicitation is an
important issue, and so there are emerging links with marketing theory
where this subject has been studied for several decades.

Some multiagent systems may be viewed as intentional systems implement-
ing practical reasoning — the everyday process of deciding, step by step, which
action to perform next. This model of agency originates from Michael Bratman’s
theory of human rational choice and action [3]. His theory is based on a com-
plex interplay of informational and motivational aspects, constituting together
a belief-desire-intention (BDI) model of rational agency. Intuitively, an agent’s
beliefs correspond to information the agent has about the environment, includ-
ing other agents. An agent’s desires represent state of affairs (options) that the
agent would choose. Finally, an agent’s intentions represent a special subset of
its desires, namely the options that it has indeed chosen to achieve. The deci-
sion process of a BDI agent, based on the interaction of the above-mentioned
attitudes, leads to the construction of the agent’s commitment, leading directly
to action execution.

Bratman’s theory focuses on the motivational attitudes, in particular on the
role that intentions play in practical reasoning. In this research we go one step
further investigating the role of the strongest motivational attitude, namely an
agent’s commitments. After implementing a first step which was a formal spec-
ification of a BDI agent as an individual, autonomous entity (see section 3 for
our choice of logic for this part), the long term goal is to organize cooperation
of a group of agents in a way allowing to achieve a common, sometimes rather
complex, goal when maintaining (at least partial) autonomy of agents involved.

The BDI model of agency comprises beliefs referring to agent’s informa-
tional attitudes, intentions and then commitments referring to its motivational



attitudes. The theory of informational attitudes has been formalized in terms
of epistemic logic by [22, 31]. As regards motivational attitudes, the situation
is much more complex. In Cooperative Problem Solving (henceforth CPS), a
group as a whole needs to act in a coherent pre-planned way, presenting a uni-
fied collective motivational attitude. This attitude, while staying in accordance
with individual attitudes of a group members, should have a higher priority
than individual ones. Thus, from the perspective of Cooperative Problem Solv-
ing these attitudes are considered on three levels: individual, social (bilateral),
and collective.

A coherent and conceptually unified theory of motivational attitudes was
missing in the MAS literature. One of the reasons was that attitudes on the
bilateral and collective level are not a straightforward extensions or simple sums
of individual ones. In order to characterize them, additional subtle and diverse
aspects of CPS need to be isolated and then appropriately defined. While this
process is far from being trivial, the research presented here brings new results
in this respect. A large share of this novelty pertains to the interplay between
environmental and social aspects, which may become rather complex nowadays
due to the increasing complexity of MAS.

Let us turn for a moment to CPS and teamwork in their commonsense mean-
ing. It is clear that there are different gradations of being a team. Take, as Ex-
ample 1, teamwork in a group of researchers who jointly plan their research and
divide roles, and who reciprocally keep a check on how the others are doing and
help their colleagues when needed in furtherance of their collective intention to
prove a theorem. All aspects of teamwork are openly discussed in the team, and
members keep each other informed about relevant changes in the plan. Contrast
this kind of non-hierarchical teamwork with Example 2: a group of spies who
all work for the same goal, say to locate Mr. X. In their case a plan is designed
by one mastermind, who divides the roles and divulges to each participant only
the information that is absolutely necessary for him to do his own part. Thus,
members may not know what the main goal is, nor even which other agents are
included in the group. In the latter example, even though the connection be-
tween members is much looser than in the first one, we would still like to speak
about CPS, albeit a non-typical case.

In the two examples above, individual and collective awareness about the
ingredients of CPS (like the main goal and the plan to achieve it) ranges from
very high in the first example to very low in the second. Very informally, collective
commitment is the motivational group attitude that provides the glue needed
in a team in order to lead it from a still rather abstract collective intention to
concrete team action, and it includes the team members’ beliefs about each other
and the plan they will follow.

Thus, we claim that the two examples above cannot be covered by one generic
type of collective commitment. Thus far in the MAS literature, when collective
attitudes such as collective or joint intentions and collective or joint commitments
were characterized, authors provided just one definition geared towards a typical,
ideal type of teamwork [41, 15, 35, 24]. These definitions of collective attitudes



were independent of organisational structures and communication possibilities.
In contrast, the present paper will provide a full range of types of collective com-
mitments and weaker group attitudes that play a similar cohesive role, covering
the range from proper teams to more loosely connected groups involved in CPS.
We also claim that it is important for system developers to make appropriate
decisions about the type or gradation of teamwork needed for a given goal in
given circumstances, and to have a mechanism that helps them to choose the
corresponding type of group commitment to be created. The material in this
paper will help them do just that.

When asking what it means for a group of agents to be collectively commit-
ted to do something, both the circumstances in which the group is acting and
properties of the organization it is part of, have to be taken into account. This
implies the importance of differentiating the scope and strength of the notion
of collective commitment. The resulting characteristics may differ significantly,
and even become logically incomparable.

The aim of this research is to formally model the motivational stance towards
Cooperative Problem Solving. Particularly we will investigate the strongest col-
lective attitude, namely collective commitment. When addressing the problem in
question, different aspects of collective behaviour in strictly cooperative teams
of agents have to be modelled. (The case of competition is not included.) Among
these, agents’ awareness about the situation they are involved in seems to be
a central one. The notion of awareness that is applied in agent systems may
be viewed as a reduction of a general sense of “consciousness” to a state of an
agent’s beliefs about itself, about other agents, and finally about the state of an
environment. Thus, in order to express different scopes and degrees of awareness
of cooperating agents, their awareness of a relevant aspect may be characterised
in terms of (rather strong) common belief or in weaker forms, like when every-
body believes it, or even weaker, when only some agents believe it, depending
on the needs and circumstances.

In this context, the idea of a knob to be used to tune the nature of the com-
mitment to the particular purpose seems to be both technically interesting and
intuitively appealing. We intend to provide a sort of tuning mechanism which
enables the system developer to calibrate a type of collective commitment fit-
ting the circumstances, analogously to adjusting knobs on a sound system. The
appropriate knobs, characterised in the sequel, belong to a device representing
a general schema of collective commitment. In order to illustrate the expressive
power of such a sort of tuning machine, five definitions of commitments corre-
sponding to different teamwork types occurring in practice are presented and
discussed. Apparently, the entire spectrum of possibilities is much wider, due to
the number of possibly independent choices to be made.

In agent technology, as well as in Computer Science in general, formal logics,
particularly modal and temporal logics, are extensively applied. Thus, in the
process of modelling BDI systems the key decision is a choice of an appropriate
multimodal logic including elements of intentional logic to model motivational at-
titudes, dynamic logic to model preconditions of collective action as well as their



effects, epistemic logic to model informational attitudes, and, possibly, temporal
logic to model what possibly or necessarily will happen in future. In the pre-
sented approach, collective intention and collective commitments are not viewed
as primitive modalities: they are defined in terms of individual goals, intentions
and beliefs, as well as bilateral commitments. For the resulting multimodal logic
the standard Kripke models were chosen, despite their well-known drawbacks
(e.g. the logical omniscience problem). The problem of perfecting the logical
apparatus is put off as the focus of this paper is on formalization of motiva-
tional aspects of CPS. The resulting notion of (group) commitment, described
in a chosen multimodal logic, may then be naturally implemented in a specific
multiagent system. This way the tuning mechanism may be viewed as a bridge
between theory and practice.

This work fits into a research program developed for a couple of years already
(compare [15, 11, 19, 17, 18, 20]). It is based on results of previous research, ex-
tending and enhancing these results. When investigating group activity during
teamwork, crucial ingredients of collective commitment are first isolated and
then discussed in depth. This process resulted in a formal theory of collective
motivational attitudes. Starting from individual intentions, the first collective
notion is the one of collective intention for a team, defined and extensively dis-
cussed in [19]. Our definitions are stronger than the ones introduced in [35],
in particular a collective intention includes that members intend for all others
to share that intention. Together with individual and collective knowledge and
belief, a collective intention constitutes a basis for preparing a plan (or a set of
plans). Based on this plan, we characterize the strongest motivational attitude,
which is collective commitment of a team. We assume that bilateral aspects of
a plan — mutual obligations between agents — are reflected in social commit-
ments. Thus collective commitment is defined on the basis of collective intention
and social commitments. In other words, our approach to collective commitment
is plan-based: the ongoing collective intention is split up into subtasks, according
to a given social plan, and then allocated to the team members, as reflected in
social commitments between pairs of agents.

Note that in this paper we do not consider the dynamics of individual in-
tention and social commitment adoption, nor the cognitive and social processes
involved (but see [9, 11, 5]). Also we forego the important aspects of causality
and obligation here. We instead aim to define complex social and collective mo-
tivational and epistemic attitudes in terms of simpler individual ones.

The rest of the paper is structured in the following way. In sections 2 and 3,
a short reminder is given of the logical framework from our previous work [19].
Individual and collective beliefs are shortly treated, as well as individual mo-
tivational attitudes, social commitments and collective intentions. The central
section 4 explores different dimensions along which collective commitments may
be tuned to fit both the organization and the environment. A general scheme
is presented in a multi-modal language, and five different notions of collective
commitment fitting to concrete organizational structures are presented in sec-
tion 5. Finally, section 6 provides some possible generalizations as options for fur-



ther research, while section 7 focuses on discussion and conclusions. The reader
may skip sections 2 and 3 at first reading, and instead start reading from sec-
tion 4, only jumping back when needing more background about the building
blocks of collective commitment. This paper is a revised and expanded version
of [21].

2 The language and Kripke semantics

We propose the use of multi-modal logics to formalize agents’ informational and
motivational attitudes as well as actions they perform and their effects. In CPS,
both motivational and informational attitudes are considered on the following
three levels: individual, social and collective.

2.1 Language

Individual actions and formulas are defined inductively, both with respect to a
fixed finite set of agents. The basis of the induction is given in the following
definition.

Definition 1 (Basic elements of the language).
The language is based on the following three sets:

– a denumerable set P of propositional symbols;
– a finite set A of agents, denoted by numerals 1, 2, . . . , n;
– a finite set At of atomic actions, denoted by a or b.

In our framework most modalities relating agents’ motivational attitudes
appear in two forms: with respect to propositions, or with respect to actions.
These actions are interpreted in a generic way — we abstract from any particular
form of actions: they may be complex or primitive, viewed traditionally with
certain effects or with default effects [12–14], etc.

A proposition reflects a particular state of affairs. The transition from a
proposition that an agent aims for to an action realizing this, is achieved by
means-end-analysis. The set of formulas is defined in a double induction, to-
gether with the sets of individual actions and social plan expressions (see def-
initions 3 and 4). It is extended with other needed modalities. These are all
explained later in the paper. See subsection 3.2 about epistemic modalities, and
subsections 3.4, 3.5 and 3.6 about individual, social and collective motivational
modalities.

Definition 2 (Formulas).
We inductively define a set of formulas L as follows.

F1 each atomic proposition p ∈ P is a formula;
F2 if ϕ and ψ are formulas, then so are ¬ϕ and ϕ ∧ ψ;
F3 if ϕ is a formula, α is an individual action, i, j ∈ A, G ⊆ A, and P a social

plan expression, then the following are formulas:



epistemic modalities BEL(i, ϕ), E-BELG(ϕ), C-BELG(ϕ);
motivational modalities GOAL(i, ϕ), GOAL(i, α), INT(i, ϕ), INT(i, α),

COMM(i, j, ϕ), COMM(i, j, α), E-INTG(ϕ), E-INTG(α), M-INTG(ϕ),
M-INTG(α), C-INTG(ϕ), C-INTG(α), R-COMMG,P (ϕ), R-COMMG,P (α),
S-COMMG,P (ϕ), S-COMMG,P (α), W-COMMG,P (ϕ), W-COMMG,P (α),
T-COMMG,P (ϕ), T-COMMG,P (α), D-COMMG,P (ϕ), D-COMMG,P (α);

The constructs ∨, → and ↔ are defined in the usual way.

Next, we will subsequently describe the class of individual actions Ac, and
the class of social plan expressions Sp. The class Ac is meant to refer to agents’
individual actions; they are usually represented without naming the agents.

The individual actions may be combined into group actions by the social
plan expressions defined below.

Below, we give a particular choice of operators to be used when defining
individual actions and social plan expressions. However, as actions and social
plans are not the main subjects of this paper, in the sequel we hardly come
into detail as to how particular individual actions and social plans are built up.
Thus, another definition (e.g. without the iteration operation or without non-
deterministic choice) may be used if more appropriate in a particular context.

Definition 3 (Individual actions).
The class Ac of individual actions is defined inductively as follows:

AC1 each atomic action a ∈ At is an individual action;
AC2 if ϕ∈L, then confirmϕ is an individual action; (confirmation)
AC3 if α1, α2∈Ac, then α1; α2 is an individual action; (sequential

composition)
AC4 if α1, α2∈Ac, then α1 ∪ α2 is an individual action; (non-deterministic

choice)
AC5 if α∈Ac, then α∗ is an individual action; (iteration)
AC6 if ϕ∈L, then stit(ϕ) is an individual action;

Here, in addition to the standard dynamic operators of [AC1] to [AC5], the
operator stit of [AC6] stands for “sees to it that” or “brings it about that”,
and has been extensively treated in [37].

Definition 4 (Social plan expressions).
The class Sp of social plan expressions is defined inductively as follows:

SP1 If α ∈ Ac and i ∈ A, then 〈α, i〉 is a well-formed social plan expression;
SP2 If α and β are social plan expressions, then 〈α;β〉 (sequential composition)

and 〈α ‖ β〉 (parallellism) are social plan expressions.

A concrete example of a social plan expression will be given in subsection 3.1.



2.2 Kripke models

Each Kripke model for the language defined in the previous section consists of a
set of worlds, a set of accessibility relations between worlds, and a valuation of
the propositional atoms, as follows.

Definition 5 (Kripke model).
A Kripke model is a tuple
M = (W, {Bi : i ∈ A}, {Gi : i ∈ A}, {Ii : i ∈ A},Val), such that

1. W is a set of possible worlds, or states;
2. For all i ∈ A, it holds that Bi, Gi, Ii ⊆ W ×W . They stand for the accessibil-

ity relations for each agent w.r.t. beliefs, goals, and intentions, respectively.
For example, (w1, w2) ∈ Bi means that w2 is an epistemic alternative for
agent i in state w1.

3. Val : P×W →{0, 1} is the function that assigns the truth values to propo-
sitional formulas in states.

The truth conditions for the propositional part of the language are all stan-
dard. Those for the modal operators are treated in section 3.

3 Building blocks of collective commitments

A collective commitment is built up from a number of building blocks, among
them the following:

– the group’s attitude toward the main goal: often this is a collective intention
(see subsection 3.6);

– a social plan (see subsection 3.1) meant to achieve the main goal;
– agents’ beliefs (see subsection 3.2) with respect to the effectiveness of the

social plan;
– agents’ social commitments (see subsectionSocialcomm) with respect to their

own parts of the group activity towards the main goal, as given by the social
plan;

– agents’ beliefs about the existence of appropriate social commitments.

We propose the use of multi-modal logics to formalize agents’ informational
and motivational attitudes as well as actions they perform. In CPS, both moti-
vational and informational attitudes are considered on the following three levels:
individual, social and collective. In this section, we repeat some notions from
our earlier work as they are important for the subject of the present paper. For
example, individual motivational attitudes (subsection 3.4) are in turn the build-
ing blocks of social commitments and collective intentions, the main ingredients
of collective commitments.



3.1 Social plans

Collective commitment are plan-based: they are defined with respect to a given
social plan. Individual actions (from Ac, see section 2) may be combined into
group actions by social plan expressions, as in definition 4 of section 2. Let us give
a simple social plan, based on Example 1 of section 1. Consider a team consisting
of three agents t (the theorem prover), l (the lemma prover) and c (the proof
checker) who have as collective intention to prove a new mathematical theorem.
In joint deliberation, they have divided their roles according to their abilities
and preferences. Suppose during planning they define two lemmas, which also
still need to be proved, and the following complex individual actions: proveL1,
proveL2 (to prove lemma 1, respectively 2), checkL1,checkL2 (to check a proof
of lemma 1, respectively 2), proveTh (prove the theorem from the conjunction of
lemmas 1 and 2), checkTh (to check the proof of the theorem from the lemmas).
One possible social plan they can come up with is the following. First, the lemma
prover, who proves lemmas 1 and 2 in succession, and the theorem prover, who
proves the theorem from the two lemmas, work in parallel, and subsequently the
proof checker checks their proofs in a fixed order, formally:

P = 〈〈〈〈proveL1 , l〉; 〈proveL2 , l〉〉 ‖ 〈proveTh , t〉〉;
〈〈〈checkL1 , c〉; 〈checkL2 , c〉〉; 〈checkTh , c〉〉〉

The social plan should be effective, as reflected in the predicate constitute(ϕ, P ).
This states that successful realization of the plan P should lead to the achieve-
ment of the main goal ϕ of the system. The way the predicate constitute(ϕ, P )
is constructed and its properties have been discussed in [20].

3.2 Individual and collective beliefs

Some important building blocks of collective commitments concern the group
members’ awareness of aspects like the effectiveness of the social plan and the
other agents’ role in the group. Such awareness is typically formalized as different
strengths of belief, from individual to collective.

To represent beliefs, we adopt a standard KD45n-system for n agents as
explained in [22, 31], where we take BEL(i, ϕ) to have as intended meaning
“agent i believes proposition ϕ”. KD45n consists of the following axioms and
rules for i = 1, . . . , n :

A1 All instantiations of propositional tautologies
A2 BEL(i, ϕ) ∧ BEL(i, ϕ → ψ) → BEL(i, ψ) (Belief Distribution)
A4 BEL(i, ϕ) → BEL(i, BEL(i, ϕ)) (Positive Introspection)
A5 ¬BEL(i, ϕ) → BEL(i,¬BEL(i, ϕ)) (Negative Introspection)
A6 ¬BEL(i,⊥) (Consistency)
R1 From ϕ and ϕ → ψ infer ψ (Modus Ponens)
R2 From ϕ infer BEL(i, ϕ) (Belief Generalization)



In the semantics, there are accessibility relations Bi that lead from worlds w
to worlds that are consistent with agent i’s beliefs in w. Thus, BEL is defined
semantically as follows:

w |= BEL(i, ϕ) iff t |= ϕ for all t such that wBit.

One can define modal operators for group beliefs. The formula E-BELG(ϕ)
is meant to stand for “every agent in group G believes ϕ”.

C1 E-BELG(ϕ) ↔
∧

i∈G BEL(i, ϕ)

A traditional way of lifting single-agent concepts to multi-agent ones is
through the use of collective belief (or common belief) C-BELG(ϕ). This rather
strong operator is similar to the more usual one of common knowledge. C-BELG(ϕ)
is meant to be true if everyone in G believes ϕ, everyone in G believes that ev-
eryone in G believes ϕ, etc.

C2 C-BELG(ϕ) → E-BELG(ϕ ∧ C-BELG(ϕ))
RC1 From ϕ → E-BELG(ψ ∧ ϕ) infer ϕ → C-BELG(ψ) (Induction Rule)

The resulting system is called KD45C
n , and it is sound and complete with respect

to Kripke models where all n accessibility relations are transitive, serial and
euclidean [22].

In the sequel, we will use the following standard properties of C-BELG (see
for example [22, exercise 3.11]).

Lemma 1.

– C-BELG(ϕ ∧ ψ) ↔ C-BELG(ϕ) ∧ C-BELG(ψ)
– C-BELG(ϕ) → C-BELG(C-BELG(ϕ))

Degrees of belief in a group It is well-known that for teamwork, as well as
coordination, it often does not suffice that a group of agents all believe a certain
proposition (E-BELG(ψ)), but they should collectively believe it (C-BELG(ψ)).
An example is formed by collective actions where the success of each individual
agent is vital to the result, for example, lifting a heavy object together or coor-
dinated attack. It has been proved that for such an attack to be guaranteed to
succeed, the starting time of the attack must be a collective belief (even common
knowledge) for the generals involved [22].

Parikh has introduced a hierarchy of levels of knowledge between individual
knowledge and common knowledge and, together with Krasucki, proved a num-
ber of interesting mathematical properties. It turns out that, due to the lack of
the truth axiom, the similarly defined hierarchy between individual belief and
collective belief is structurally different from the knowledge hierarchy [32].

One positive feature of collective belief is that if C-BELG holds for ψ, then
C-BELG also holds for all logical consequences of ψ. The same is true for common
knowledge. Thus, agents reason in a similar way from ψ and collectively believe
in this similar reasoning and the final conclusions.



In cases in which only E-BELG(ψ) has been established, it is much more
difficult for agents to maintain a model of the other team members with respect
to ψ and its consequences. However, establishing E-BELG(ψ) places much less
constraints on the communication medium than C-BELG(ψ) does. In short, one
could say that common knowledge and collective belief are hard to achieve, but
easy to understand. Thus, the system developer’s decision about the level k
of group belief (E-BELk

G(ψ)) to be established, hinges on determining a good
balance between communication and reasoning for a particular application.

3.3 Notation for individual, social and collective motivational
attitudes

Table 1 gives a number of formulas concerning motivational attitudes appearing
in this paper, with their intended meanings. The symbol ϕ denotes a proposition,
but all notions also exist with respect to an action α. Even though it may
seem from the table as if the formulas have only an informal meaning (perhaps
derived from folk psychology), this is actually not the case. In fact, the individual
motivational attitudes are primitive but are governed by axiom systems and
corresponding semantics, while the social and collective motivational attitudes
are defined by axioms in terms of the individual ones.

COMM(i, j, ϕ) agent i commits to agent j to make ϕ true
GOAL(i, ϕ) agent i has as a goal that ϕ be true
INT(i, ϕ) agent i has the intention to make ϕ true
E-INTG(ϕ) every agent in G has the individual intention to make ϕ true
M-INTG(ϕ) group G has the mutual intention to make ϕ true
C-INTG(ϕ) group G has the collective intention to make ϕ true
R-COMMG,P (ϕ) group G has robust collective commitment to achieve ϕ by plan P
S-COMMG,P (ϕ) group G has strong collective commitment to achieve ϕ by plan P
W-COMMG,P (ϕ) group G has weak collective commitment to achieve ϕ by plan P
T-COMMG,P (ϕ) group G has team commitment to achieve ϕ by plan P
D-COMMG,P (ϕ) group G has distributed commitment to achieve ϕ by plan P

Table 1. Formulas and their intended meaning

3.4 Individual motivational attitudes

The theory of collective commitments has as essential basis a theory for practical
reasoning for individual agents, covering such attitudes as individual goals and
intentions. The key concept in the theory of practical reasoning is the one of
intention. Intentions form a rather special consistent subset of an agent’s goals,
that the agent wants to focus on for the time being. Thus they create a screen of
admissibility for the agent’s further, possibly long-term, deliberation. However,
from time to time an agent’s intentions should be reconsidered, for example



because they will never be achieved, they are achieved already, or there are no
longer reasons supporting them. This leads to the problem of balancing pro-
active, (i.e. goal-directed) and reactive (i.e. event-driven) behaviour.

For the motivational operators GOAL and INT the axioms include the basic
modal system Kn. In a BDI system, an agent’s activity starts from goals. As
the agent may have many different objectives, its goals need not be consistent
with each other. Then, the agent chooses a limited number of its goals to be
intentions. It is not the main focus of this paper to discuss how intentions are
formed from a set of goals (but see [11, 9]). In any case, we assume that intentions
are chosen in such a way that consistency is preserved. Thus for intentions (but
not for goals) we assume that they should be consistent:

A6I ¬INT(i,⊥) for i = 1, . . . , n (Intention Consistency Axiom)

Nevertheless, in the presented approach other choices may be adopted with-
out consequences for the rest of the definitions in this paper.

Interdependencies between belief and individual motivational attitudes are
expressed by the following axioms for i = 1, . . . , n:

A7GB GOAL(i, ϕ) → BEL(i, GOAL(i, ϕ)) (Positive Introspection for Goals).
A7IB INT(i, ϕ) → BEL(i, INT(i, ϕ)) (Positive Introspection for Intentions).
A8GB ¬GOAL(i, ϕ) → BEL(i,¬GOAL(i, ϕ)) (Negative Introspection for Goals).
A8IB ¬INT(i, ϕ) → BEL(i,¬INT(i, ϕ)) (Negative Introspection for Intentions).

These four axioms express that agents are aware of the goals and intentions
they have, as well as of the lack of those that they do not have.

The semantic property corresponding to A7IB is ∀s, t, u((sBit ∧ tIiu) →
sIiu), analogously for A7GB. The property that corresponds to A8IB is ∀s, t, u((sIit∧
sBiu) → uIit), analogously for A8GB. The correspondence proofs are given in
the Appendix.

In our system, we also assume that every intention corresponds to a goal:

A9IG INT(i, ϕ) → GOAL(i, ϕ) (Intention implies goal)

The corresponding semantic property is that Gi ⊆ Ii. Again, this is proved
in the Appendix.

3.5 Social commitments

In the course of creating a collective commitment, group members socially com-
mit (or promise) to take action on their part of the social plan, so that the group
may achieve its main goal.

A social commitment between two agents is stronger than an individual in-
tention of one agent. If an agent socially commits to a second agent to do some-
thing, then the first agent should have the intention to do that. Moreover, the
first agent commits to the second one only if the second one is interested in the



first one fulfilling its intention. These two conditions are inspired by [4], but
we find that for a social commitment to arise, a third condition is necessary,
namely that the agents are aware about the situation, i.e. about their individual
attitudes (cf. also [36] for an early discussion about the properties of promises).
Such awareness, expressed in terms of collective belief, is generally achieved by
communication.

Here follows the defining axiom for social commitments with respect to propo-
sitions:

SC1

COMM(i, j, ϕ) ↔ INT(i, ϕ) ∧ GOAL(j, stit(i, ϕ))∧

C-BEL{i,j}(INT(i, ϕ) ∧ GOAL(j, stit(i, ϕ)))

where stit(i, ϕ) means that agent i sees to it (takes care) that ϕ becomes
true (see [37]).

Social commitments with respect to actions are defined by the axiom:

SC2

COMM(i, j, α) ↔ INT(i, α) ∧ GOAL(j, done(i, α))∧

C-BEL{i,j}(INT(i, α) ∧ GOAL(j, done(i, α)))

Here, done(i, α) means that agent i has just executed action α. The above
definition reflects only the ingredients of social commitment that may be ex-
pressed in the language of motivational and doxastic (belief) attitudes. As social
commitments are not the subject of this paper, we thus forego the important
concept of obligation. Also, in social commitment adoption, usually agent i takes
on a social commitment COMM(i, j, α) because the other agent is interested in
its executing α; here, such causality is not reflected in the definition above (see [5]
for a recent discussion).

Social commitment obeys positive introspection, i.e.

COMM(i, j, ϕ) → BEL(i, COMM(i, j, ϕ)).

This follows from the awareness condition included in the defining axiom
itself. It is not possible to derive negative introspection, because agents are
in general not aware of the absence of collective beliefs (i.e. ¬C-BELG(ϕ) →
BEL(i,¬C-BELG(ϕ)) is not provable for i ∈ G).

3.6 Collective intentions

In our approach, teams are created on the basis of collective intentions, and exist
as long as the collective intention between team members exists. A collective
intention may be viewed as an inspiration for team activity.



Collective intention and collective commitment are not introduced as prim-
itive modalities, with some restrictions on the semantic accessibility relations
(as in e.g. [7]). We do give necessary and sufficient, but still minimal, conditions
for such collective motivational attitudes to be present. In this way, we hope to
make the behavior of a team easier to predict.

In this paper, we focus on strictly cooperative teams, which makes the defi-
nition of collective intention rather strong. In such teams, a necessary condition
for a collective intention C-INTG(ϕ) is that all members of the team G have the
associated individual intention INT(i, ϕ) towards the overall goal ϕ. However, to
exclude the case of competition, all agents should also intend all members to have
the associated individual intention, as well as the intention that all members have
the individual intention, and so on; we call such a mutual intention M-INTG(ϕ).
Thus, M-INTG(ϕ) is meant to be true if everyone in G intends ϕ (E-INTG(ϕ)),
everyone in G intends that everyone in G intends ϕ (E-INTG(E-INTG(ϕ))), etc.

The distinguishing features of collective intentions (C-INTG(ϕ)) over and
above mutual ones, is that all members of the team are aware of the mutual
intention, that is, they have a collective belief about this (C-BELG(M-INTG(ϕ)).
The above conditions are captured by the following axioms:

M1 E-INTG(ϕ) ↔
∧

i∈G INT(i, ϕ).
M2 M-INTG(ϕ) ↔ E-INTG(ϕ ∧ M-INTG(ϕ))
M3 C-INTG(ϕ) ↔ M-INTG(ϕ) ∧ C-BELG(M-INTG(ϕ))
RM1 From ϕ → E-INTG(ψ ∧ ϕ) infer ϕ → M-INTG(ψ) (Induction Rule)

Note that this definition of collective intention M3 is stronger than the one
given in our older work [15, 16]. In [19], we extensively discuss the axioms above,
provide them with a Kripke semantics and a completeness proof, and compare
them with alternatives such as joint intention theory and SharedPlans theory [29,
23, 40]. Let us remark that, even though C-INTG(ϕ) seems to be an infinite con-
cept, collective intentions may be established in practice in a finite number of
steps: an initiator persuades all potential team members to adopt a mutual in-
tention, and, if successful, announces that the mutual intention is established [10,
11].

It is easy to see that once a collective intention is established, agents are
aware of it:

Lemma 2.

C-INTG(ϕ) → C-BELG(C-INTG(ϕ)).

Different kinds of collective intention In addition to collective intention as
defined above, one could define collective intentions that are suitable for specific
environments. In circumstances where communication is hampered but cooper-
ative action is vital, agents must sometimes make do with a less strong version
of collective intention, which does not include collective belief about the mutual
intention, but instead only a mutual intention to establish it. In [19] we gave an



alternative definition of mutual intention M-INT′
G with a corresponding defini-

tion of collective intention appropriate for such cases in which communicative
possibilities are severely limited. Of course these two definitions do not exhaust
the range of possibilities and one could design a tuning machine for collective
intentions just as we do in section 4 for collective commitments, but in this paper
we do not delve further into this subject.

4 Tuning machine for collective commitment

After a group is constituted, another stage of CPS is started, namely plan forma-
tion, leading ultimately to a collective commitment between the team members.
While a collective intention may be viewed as an inspiration for team activity,
the collective commitment reflects the concrete manner of achieving the intended
goal by the team. This concrete manner is provided by planning, and hinges on
the allocation of actions according to an adopted plan. This allocation is con-
cluded when agents accept pairwise (i.e. social) commitments to realize their
individual actions. This way, our approach to collective commitments is plan-
based.

While investigating the calibration of the group commitment to the particular
purpose and the specific circumstances, we isolated and separately characterized
the following ingredients of collective commitments:

– collective intention on which the team is built,
– degrees of belief in a team,
– different aspects of team awareness.

They may be viewed as three types of ‘knobs’ that are separately tuned in
order to obtain a situation-sensitive notion of collective commitment of a desired
strength. Before treating these ‘knobs’ separately, we give a general schema for
defining collective commitments. This generic schema together with a tuning
mechanism may be viewed as a sort of tuning machine for creating collective
commitments.

4.1 General schema of collective commitment

In our generic description we will solely define the basic ingredients constituting
collective commitments, leaving room for case-specific extensions. The obligatory
ingredients are related to different aspects of teamwork:

1. Mutual intention M-INTG(ϕ) between a group of agents, allowing them to
act as a team. (See subsection 3.6 for a formal definition and discussion.)
Let us stress the crucial role of mutual intention when creating a group: the
team is based on this attitude, and exists as long as the mutual intention
between team members exists. Thus, no teamwork is considered without a
mutual intention among team members.



2. Social plan P on which a collective commitment will be based. (See subsec-
tion 3.1 for an example.)
The social plan provides a concrete manner for the team to collectively
achieve the overall goal of the system, the object of their mutual intention.

3. Pairwise social commitments COMM(i, j, α) for actions occurring in the so-
cial plan. (For a definition of social commitments, see subsection 3.5.)
The group splits the tasks according to their social plan, and each agent takes
on responsibility to do its part by accepting relevant social commitments.

Next to the above ingredients, different degrees of awareness about them may
be present in a team. This may vary from the lack of any awareness to collective
belief about the given aspect, as was discussed in subsection 3.2. Let us write
awarenessG(ψ) for “group G is aware that ψ”. Thus, a general schema covering
different types of collective commitment is the following, where the conjuncts
between curly brackets may be present or not, according to the position of the
awareness ‘knob’ :

C-COMMG,P (ϕ) ↔
M-INTG(ϕ) ∧ { awarenessG(M-INTG(ϕ))} ∧
constitute(ϕ, P ) ∧ {awarenessG(constitute(ϕ, P ))} ∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α) ∧ {awarenessG(
∧

α∈P

∨

i,j∈G

COMM(i, j, α))}

In words, group G has a collective commitment to achieve overall goal ϕ
based on social plan P (C-COMMG,P (ϕ)) iff all of the following hold. The group
mutually intends ϕ (with or without being aware); moreover, successful execution
of social plan P leads to ϕ (with or without the group being aware of this); and
finally, for every one of the actions α that occur in social plan P , there should be
one agent in the group who is socially committed to at least one (mostly other)
agent in the group to fulfil the action (with or without the group being aware of
this).

Instantiating the above schema corresponds to tuning the awarenessG-knobs
from ∅, through individual beliefs and different degrees of E-BELk

G, to collec-
tive belief, and analogously for degrees of knowledge. These degrees have been
discussed in subsection 3.2. Now, we turn to a more detailed description of the
aspects of teamwork that a group is aware of, as given by the three conjuncts in
curly brackets presented in the general schema above.

4.2 Different aspects of agents’ awareness

The notion of collective commitment, whichever strength of it is considered,
combines essentially different aspects of teamwork: strictly technical ones re-
lated to social plans, as well as those related to agents’ intentional stance. The
latter concern different aspects of awareness that appear in a group of agents
in the course of CPS. The degree of this awareness, characterized in terms of



different types of beliefs, may be different. Below, only the strongest version
is considered, namely collective belief about the relevant aspect of CPS. Thus,
the awarenessG-knob is set to C-BELG in all bracketed conjuncts of the general
schema of section 4.1. For this reason it is justified to speak about collective
awareness in this context. In other circumstances, the degree of awareness can
be weakened by using E-BELG (or another E-BELk

G) instead of C-BELG. Let
us discuss the relevant aspects in detail.

1. Collective intention is the attitude constituting the group as a whole. Thus, it
introduces (rather strong) collective awareness of the group as a cooperative
team of agents. Formally this is expressed as a conjunct in the definition of
collective intention:
C-BELG(M-INTG(ϕ))

2. When a team of agents exists, the next step is plan generation or adoption.
Regardless of the method of arriving at this point, the type of awareness
connected with this is collective awareness of the correctness of the plan
with respect to the overall goal. Formally:
C-BELG(constitute(ϕ, P ))

3. When a plan as a recipe is in place, then the particular actions from it
need to be allocated to particular team members in order to create pairwise
social commitments between them. This way a social structure is built within
a team, and the plan acquires the property of being social. The type of
awareness connected with this phase may be twofold. We make an even
more subtle distinction here than in the general schema, because we believe
that it corresponds to an important difference between two types of teams
that could not be distinguished by their motivational attitudes before:
(a) The first one is a collective awareness of the social structure in a team

with respect to a given plan. This includes a detailed awareness of each
social commitment involved. Formally:∧

α∈P

∨
i,j∈G C-BELG(COMM(i, j, α))

This corresponds to the interpretation de re.
(b) The second one refers to the detailed collective awareness about the plan,

but a more global collective awareness of the social structure within the
team, namely of the bare existence of social commitments with respect
to the social plan. Formally:
C-BELG(

∧
α∈P

∨
i,j∈G COMM(i, j, α))

This corresponds to the interpretation de dicto.

The distinction de re / de dicto stems from the philosophy of language [33].
A sentence of the form ∃xBEL(j, A(x)) is a de re belief attribution which re-
lates agent j to a res, an individual that the belief is about. On the other hand,
BEL(j,∃xA(x)) is a de dictum belief attribution, relating agent j to a dictum,
namely the proposition ∃xA(x). This distinction is also fruitful for complex epis-
temic operators such as collective belief. Note that C-BELG in (a) and (b) dis-
tributes over conjunction (

∧
α∈P ), so that only the position of C-BELG with

respect to
∨

i,j∈G matters. We give a small lemma about the relation between



the two types of awareness:

Lemma Detailed awareness (
∧

α∈P

∨
i,j∈G C-BELG(COMM(i, j, α))) implies glo-

bal awareness (C-BELG(
∧

α∈P

∨
i,j∈G COMM(i, j, α))), but not vice versa.

Proof We work in a system that includes KD45C
n for individual and collective

belief. Let us reason semantically.
Suppose

M, w |=
∧

α∈P

∨

i,j∈G

C-BELG(COMM(i, j, α)).

Now take any α ∈ P , then there is a pair i, j ∈ G such that

M, w |= C-BELG(COMM(i, j, α)),

so a fortiori, by propositional logic and collective belief distribution,

M, w |= C-BELG(
∨

i,j∈G

COMM(i, j, α)).

As α ∈ P was arbitrary, we may conclude

M, w |=
∧

α∈P

C-BELG(
∨

i,j∈G

(COMM(i, j, α))),

which is equivalent to

M, w |= C-BELG(
∧

α∈P

∨

i,j∈G

(COMM(i, j, α))),

because in general

KD45C
n 0 C-BELG(ψ1 ∧ . . . ∧ ψn) ↔ C-BELG(ψ1) ∧ . . . ∧ C-BELG(ψn).

The converse does not hold. Take for example group G = {1, 2, 3} and plan
P = 〈〈〈1, a〉; 〈2, b〉〉; 〈3, c〉〉 where each social commitment is collectively believed
only by its two participants but not by the group as a whole, even if there is
collective awareness that for each action, some social commitment is in place. In
such a case, there is global awareness without local awareness about the three
social commitments:

M, w |= COMM(1, 2, a) ∧ COMM(2, 3, b) ∧ COMM(3, 1, c)∧
¬C-BELG(COMM(1, 2, a)) ∧ ¬C-BELG(COMM(2, 3, b)) ∧
¬C-BELG(COMM(3, 1, c)) ∧ C-BELG(

∧

α∈P

∨

i,j∈G

(COMM(i, j, α)))

The above aspects of awareness will be viewed as building blocks when dis-
tinguishing different strengths of collective commitments.



5 Different notions of collective commitment

In order to make the theory of collective commitments more concrete, we will
now instantiate the general schema (and its more refined variant using detailed
and global awareness as defined above) in five different ways. All of these lead to
types of group commitments actually occurring in different organization types
in practice, as we will illustrate by example organizations.

The following exemplar definitions are produced by keeping the awarenessG-
knob fixed to a choice between ∅ and collective belief, and the knob for ‘kind
of mutual intention’ fixed as the standard definition of subsection 3.6. We will
start from the strongest form of collective commitment: its expressive power
fully reflects the collective aspects of CPS. Subsequently, some of the underlying
assumptions will be relaxed, leading ultimately to weaker notions of team and
distributed commitment.

5.1 Robust collective commitment

Our discussion on different types on collective commitments will start from the
two strongest cases based on collective planning, including negotiating and per-
suading each other who will do what.

Robust collective commitment is the strongest type that one can make on
the basis of collective beliefs as awareness type. When instantiating the general
schema of subsection 4.1, all bracketed conjuncts are instantiated by putting the
awarenessG-knob to C-BELG, and in addition, for the last conjunct, version 3a
from subsection 4.2 is chosen, namely detailed (or de re) collective awareness.

This means intuitively that, in addition to collective planning, for every one
of the actions α that occur in social plan P , there should be one agent in the
group who is socially committed to at least one (mostly other) agent in the group
to fulfil the action. Moreover, the team as a whole is aware of every single social
commitment (COMM(i, j, α)) that has been established about particular actions
from the social plan. All these characteristics lead to the following definition of
robust collective commitment (R-COMMG,P ):

R-COMMG,P (ϕ) ↔ C-INTG(ϕ)∧
constitute(ϕ, P ) ∧ C-BELG(constitute(ϕ, P )) ∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α) ∧
∧

α∈P

∨

i,j∈G

C-BELG(COMM(i, j, α))

By the last conjunct, everybody’s responsibility is public. The aspect of shar-
ing responsibility is of crucial importance here. Among others it implies that
there is no need for an initiator in such a team. There is detailed (vs. global)
collective awareness of social commitments.

Example Robust collective commitment may be applicable in (small) com-
panies where all team members involved are share-holders. Typically, planning
is done collectively, whether from first principles or choosing from a plan li-
brary. Everybody’s responsibility is public, because the social commitments are



established publicly. In particular, when any form of revision is needed due to
dynamic circumstances, the entire team may be collectively involved. This type
of collective commitment is also the one most suited for self-leading teams, which
are not directly led by a manager. Instead the team is responsible for achieving
some high-level goals, and is entirely free to divide roles, devise a plan, etc. [2].
The non-hierarchical team of researchers introduced by Example 1 in the intro-
duction and discussed further in subsection 3.1 is a typical example of such a
self-leading team establishing a robust collective commitment.

5.2 Strong collective commitment

Just as in the case of robust collective commitment, when instantiating the
general schema of subsection 4.1 for strong collective commitment, all bracketed
conjuncts are instantiated by putting the awarenessG-knob to C-BELG, however,
for the last conjunct, version 3b from subsection 4.2 is chosen, namely global
(or de dicto) collective awareness. This makes it somewhat weaker than robust
collective commitment.

Thus, in contrast to robust collective commitment, in the case of strong col-
lective commitment (S-COMMG,P ), there is no detailed public awareness about
particular social commitments, but the group as a whole believes that things are
under control, i.e., that every part of the plan is within somebody’s responsibil-
ity:

S-COMMG,P (ϕ) ↔ C-INTG(ϕ)∧
constitute(ϕ, P ) ∧ C-BELG(constitute(ϕ, P )) ∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α) ∧ C-BELG(
∧

α∈P

∨

i,j∈G

COMM(i, j, α))

As the responsibility is not shared due to the lack of detailed awareness in
the last conjunct, the case of a team leader or initiator fits here. Also, as pair-
wise social commitments are not collectively known, they cannot be collectively
revised when such a need appears.

Example Strong collective commitment may be applicable in companies with
one or more leaders and rather separate sub-teams. Typically, planning is done
collectively. However, establishing bilateral commitments is not done publicly
in the whole team, but in subgroups, for example, members might promise the
leader of their sub-team that they will do their own part. Sometimes this global
awareness of social commitments suffices, and this may be preferable in order
not to waste energy or communication resources.

5.3 Weak collective commitment

In a somewhat weaker case of collective commitment, the degree of team aware-
ness is even more limited. When the plan as a whole is not known to the team and
no collective decision making is assumed, there is no awareness in the team that



the plan leads to proper realization of the goal (C-BELGconstitute(ϕ, P ) is not
in place). We deal with a weak collective commitment (W-COMMG,P ). Formally,
weak collective commitments are distinguished from strong ones by instantiating
the second bracketed conjunct of the general schema with the awarenessG-knob
set at ∅:

W-COMMG,P (ϕ) ↔ C-INTG(ϕ) ∧ constitute(ϕ, P )∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α) ∧ C-BELG(
∧

α∈P

∨

i,j∈G

COMM(i, j, α))

In this case, the team knows the overall goal, but does not know details of
the plan: there is no collective awareness of the plan’s correctness. Apparently,
also in this case no collective revision of social commitments may take place.

Example Weak collective commitment may be applicable in companies with
a dedicated planner or planning department. Typically, the planner individu-
ally does believe in the plan’s correctness constitute(ϕ, P ), and this may suffice.
Concrete examples of such companies are large multi-nationals with extensive
planning departments.

Remark about robust, strong and weak commitments The above three
versions of collective commitment implicitly reflect different social structures in
which a group is involved. Social structure originates from different types of hi-
erarchies, based on power relations and dependency relations [6]. These relations
are implicitly reflected in the set of social commitments included in the collec-
tive commitment by the conjunct

∧
α∈P

∨
i,j∈G COMM(i, j, α). For example, in

a hierarchical tree structure, social commitments are made to the agent that is
the direct ancestor in the tree.

In the case of weak collective commitments, it is not collectively believed
that the social plan realizes the overall goal, though the members are aware
about their share in it and the fact that all actions are taken on by committed
members; in the strong and robust cases, the team is also aware that the plan
as a whole assures proper realization of the goal ϕ.

Apparently, there are also other possibilities of group involvement in CPS,
which we define below. Note that agents’ limited orientation in the task and
action distribution may be done on purpose, even though the overall goal is
known to everybody, according to the definition of collective intention.

5.4 Team commitment

In the case of team commitment (T-COMMG,P ) agents remain aware solely
about their piece of work, without any orientation about involvement of others,
except regarding their collective intention to achieve the main goal. In this sit-
uation, there is no collective belief that all actions have been adopted by other
committed members, but a team as a structure still exists. Thus, formally, in
team commitments only the awarenessG-knob for the first bracketed conjunct



of the general schema of subsection 4.1 is set to C-BELG, while both others are
set to ∅:

T-COMMG,P (ϕ) ↔ C-INTG(ϕ) ∧ constitute(ϕ, P )∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α)

Because of the presence of collective intention, the overall goal and composi-
tion of the team are collectively believed. Planning is not at all collective: it may
be that even task division is not public; this is often done on purpose. Thus,
distribution of social commitments cannot be public either.

Example Team commitment may be applicable in companies assigning limited
trust to their employees. Information about the precise involvement of colleagues
and other aspects of the plan may be confidential.

5.5 Distributed commitment

The last case distinguished here is distributed commitment (D-COMMG,P ). It
deals with the situation when agents’ awareness is even more restricted: they
may not even know the overall goal, only their share in an ‘undefined’ project.
Formally, the awarenessG-knobs for all three bracketed conjuncts of the general
schema are set to ∅:

D-COMMG,P (ϕ) ↔ constitute(ϕ, P ) ∧
∧

α∈P

∨

i,j∈G

COMM(i, j, α).

This means that no ‘real’ team of cooperating agents is created, so that no
collective intention C-INTG is in place. Instead, a rather loosely coupled group
of agents works in a distributed manner without autonomous involvement in the
project to be realized.

Example Distributed commitment may be applicable in companies contract-
ing out some labour to outsiders. The overall goal and the group of agents in-
volved may be classified information, for example in order to avoid competition.

Another typical case of distributed commitment is displayed by groups of
spies as introduced by Example 2 in the introduction. In their case, lack of in-
formation about the tasks or even the identity of other group members may be
beneficial to everybody’s safety. They work with an inflexible plan set in advance
by one mastermind, so their autonomy and flexibility are severely curtailed. On
the positive side, the need for communication before and during group action is
limited as well.

General remarks about the five types of group commitment The weaker
notions such as team commitment and distributed commitment (when a team
does not exist as a whole) are especially suited to model hierarchically organized
teams, where power relations between team members play a role. The simplest
case of agents’ organization is teamwork completely controlled by an initiator



agent. Though we refrain from introducing the power aspect explicitly in the
definitions, their different strengths may be useful in various situations (see [6]),
especially when maintaining a balance between the centralized power and the
spread of knowledge.

The stronger notions like robust collective commitment and strong collec-
tive commitment are well-suited to model so-called self-leading teams which are
currently studied in the organizational science literature [2]. In the strongest ver-
sions of the definition, all agents involved are collectively aware of the situation
as a whole, as is reflected in the following theorems:

theorem: awareness of robust collective commitment

R-COMMG,P (ϕ) → C-BELG(R-COMMG,P (ϕ)).

theorem: awareness of strong collective commitment

S-COMMG,P (ϕ) → C-BELG(S-COMMG,P (ϕ)).

The proofs are immediate from the definitions and lemma 2. Note that the
theorem does not hold for weaker forms of group commitments. In these cases
agents are not necessarily aware of the strength (kind) of group commitment
between them. Note also, that some intermediate levels of commitment may be
characterized by replacing C-BELG by E-BELG in some contexts. The motiva-
tion behind this is rather clear: in some cases only E-BELG can be achieved.
These situations, however, will not be discussed in this paper.

6 Possible generalizations

The presented definitions of (collective) commitments enable to organize teams
or larger organizational structures according to a specific (chosen) type of com-
mitment. However, in real applications much more complex and/or distributed
structures may be considered: sub-teams of agents, created on the basis of various
commitments, may be combined into larger structures. Thus, heterogeneity of
these structures is achieved. In order to cover the variety of possibilities, poten-
tial ‘ties’ in these complex organizations may be implemented in many different
ways. One of them would be introducing an organization’s social structure ex-
plicitly, for example by a labeled tree, in contrast to the implicit form adopted
in the definitions of collective commitments presented here. An explicit social
structure has many advantages, and may be applicable in a variety of situations.
Most essentially, it gives an opportunity to appropriately organize various sub-
structures within a complex framework. Thus, scalability of these organizations
comes to the fore, although this problem itself has not yet been addressed in the
research on motivational attitudes. Nevertheless, when using such an explicit
framework, specification of truly large organizations is possible, making them
easier to predict. We plan such an investigation as our next research subject.



7 Discussion and conclusions

We have incrementally built a static theory of CPS, starting from individual
intentions, through social commitments, leading ultimately to collective inten-
tions and collective commitments. All these notions are defined in multi-modal
logics with clear semantics (cf. [19]), comprising a descriptive view on collective
commitments. In contrast to [15], we do not give one iron-clad definition of col-
lective commitment here. Instead, we provide a sort of tuning mechanism for
the system developer to calibrate an appropriate type of collective commitment,
taking into account both the circumstances in which a group is acting, for ex-
ample possibilities of communication, as well as organizational structure. The
multi-modal logic framework allows to express subtle aspects of CPS, modeling
different situations occurring in practical domains.

The presented system, containing logics of collective beliefs and collective
intentions, is known to be EXPTIME-hard. Therefore, it is not feasible to give
automated proofs of desired properties, at least there is no single algorithm that
performs well on all inputs. As with other modal logics, the better option would
be to develop a variety of different algorithms and heuristics, each performing
well on a limited class of inputs. For example, it is known that restricting the
number of propositional atoms to be used or the depth of modal nesting may
reduce the complexity (cf. [25, 26, 38]). Also, when considering specific applica-
tions it is possible to reduce some of the infinitary character of collective beliefs
and intentions to more manageable proportions (cf. [22, Ch. 11]).

In this paper we leave out temporal considerations. Our full theory is, how-
ever, based on Kripke models including a temporal order. There are different
possible choices of temporal ontology, for example between linear time, as in Co-
hen and Levesque’s work [8], branching time as in Rao and Georgeff’s work [34],
and alternating-time temporal logic (ATL) as in [27]. The definitions of collec-
tive commitments in terms of more basic attitudes, as presented in this paper,
may be combined with either choice, depending on the application.

The definitions of collective commitments are not overloaded, and therefore
easy to understand and to use. Some other approaches to collective commitments
(see e.g. [29, 41]) introduce other aspects of collective attitudes, not treated here.
For example, Wooldridge and Jennings consider triggers for commitment adop-
tion formulated as preconditions [41]. As another example, Aldewereld, Van der
Hoek and Meyer add constraints about goal adoption and achievement to their
definitions of joint motivational attitudes [1]. If needed, these extensions may be
incorporated into our framework as well by adding extra axioms. Note that in
contrast to other approaches ([41],[29]), the collective commitment is not iron-
clad: it may vary in order to adapt to changing circumstances, in such a way
that the collective intention on which it is based can still be reached.

In the present paper, we do not describe how collective intentions, and then
collective commitments, are actually established in a group. This important as-
pect has been extensively treated in [11, 18]. There, the whole process of dialogue
among computational agents involved in CPS is made transparent, including the



effects of utterances on agents’ individual mental states and on their collective
attitudes.

Our approach is especially strong when re-planning is needed. In contrast
to [41], using our definitions of collective commitment it is often sufficient to
revise some of the pair-wise social commitments, instead of involving the entire
team in the re-planning process (in the strong versions of the definition). This
is a consequence of basing collective commitment on an explicitly represented
plan, and of building it from pair-wise social commitments. In effect, if the new
plan resulting from the analysis of the current situation within the team and the
environment is as close as possible to the original one, the process of re-planning
is maximally efficient. This reconfiguration problem was treated extensively in
[17], where an abstract reconfiguration algorithm was presented. In current work,
we formally specify situations in which agents’ collective attitudes change [20].
This contributes to the dynamic, more prescriptive theory of collective intentions.
Combining the static and dynamic aspects, the full theory may serve a system
designer as a specification to create a correct system, as well as to verify it.
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15. B. Dunin-Kȩplicz and R. Verbrugge. Collective commitments. In M. Tokoro, editor,
Proceedings Second International Conference on Multi-Agent Systems, pages 56–63,
Menlo Park (CA), 1996. AAAI-Press.
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18. B. Dunin-Kȩplicz and R. Verbrugge. The role of dialogue in collective problem solv-
ing. In E. Davis, J. McCarthy, L. Morgenstern, and R. Reiter, editors, Proceedings
of the Fifth International Symposium on the Logical Formalization of Common-
sense Reasoning (Commonsense 2001), pages 89–104, New York, 2001.
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8 Appendix: proofs of correspondences

The interdependency axioms in subsection 3.4 correspond to semantic properties
of the underlying Kripke frames as follows.

Fact The semantic property corresponding to A7IB is ∀s, t, u((sBit ∧ tIiu) →
sIiu), analogously for A7GB.

The property that corresponds to A8IB is ∀s, t, u((sIit ∧ sBiu) → uIit),
analogously for A8GB.

Proof For the easy direction, suppose that ∀s, t, u((sIit ∧ sBiu) → uIit) holds
in a Kripke frame F . Now take any valuation Val on the set of worlds W , and
let M be the Kripke model arising from F by adding Val. Now take any s ∈ W
with M, s |= ¬INT(i, ϕ), then there is a t ∈ W with sIit and M, t 1|= ϕ. We
will show that M, s |= BEL(i,¬INT(i, ϕ)). So take any u ∈ W such that sBiu.
By the condition on the frame, we have uIit, so M, u |= ¬INT(i, ϕ), and indeed
M, s |= BEL(i,¬INT(i, ϕ)). Therefore, F |= ¬INT(i, ϕ) → BEL(i,¬INT(i, ϕ)).

For the other direction, work by contraposition and suppose that the condi-
tion does not hold in a certain frame F . Then there are worlds s, t, u in the set of
worlds W such that sIit and sBiu but not uIit. Now the the valuation Val on F
such that for all v ∈ W,Val(p) = 1 iff uIiv, and let M be the Kripke model aris-
ing from F by adding Val. Then by definition M, t 1|= p, so M, s |= ¬INT(i, p).
On the other hand, M, u |= INT(i, p), so M, s 1|= BEL(i,¬INT(i, p)). We may
conclude that F 1|= ¬INT(i, p) → BEL(i,¬INT(i, p)).

Fact The corresponding semantic property corresponding to A9IG is that Gi ⊆
Ii.

Proof For the easy direction, suppose that Gi ⊆ Ii holds in a Kripke frame F .
Now take any valuation Val on the set of worlds W , and let M be the Kripke
model arising from F by adding Val. Now take any s ∈ W with M, s |= INT(i, ϕ),
but suppose, in order to derive a contradiction, that M, s 1|= GOAL(i, ϕ). Then
there is a t ∈ W with sGit and M, t 1|= ϕ. But because Gi ⊆ Ii we have
sIat as well, contradicting the assumption M, s |= INT(i, ϕ). Therefore, F |=
INT(i, ϕ) → GOAL(i, ϕ).

For the other direction, work by contraposition and suppose that Gi ⊆ Ii

does not hold in a certain frame F . Then there are worlds s, t in the set of
worlds W such that sGit but not sIit. Now the the valuation Val on F such
that for all v ∈ W,Val(p) = 1 iff sIiv, and let M be the Kripke model arising
from F by adding Val. Then by definition M, s |= INT(i, p); but M, t 1|= p, so
M, u 1|= GOAL(i, p). We may conclude that F 1|= INT(i, p) → GOAL(i, p).


