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Abstract. A theory of defeasible arguments is proposed that combines
logical and probabilistic properties. This logico-probabilistic argumenta-
tion theory builds on two foundational theories of nonmonotonic reason-
ing and uncertainty: the study of nonmonotonic consequence relations
(and the associated minimal model semantics) and probability theory. A
key result is that, in the theory, qualitatively defined argument validity
can be derived from a quantitative interpretation. The theory provides a
synthetic perspective of arguments ‘jumping to conclusions’, rules with
exceptions, and probabilities.

1 Introduction

Jumping to conclusions is a necessary and oft-used skill. We hear a voice on the
phone, and conclude it’s our father’s. We smell foul coffee, and conclude it’s from
that dreaded machine down the hall. We find a note on the kitchen table, and
conclude that our son has gone out. But sometimes we jump too far. It’s not our
father, but his brother. It’s not coffee from that machine, but from a similar one
on the next floor. And we find our son in his room at home, playing his favorite
computer game, as his message was yesterday’s.

In this paper, a mathematical theory of jumping to conclusions is developed.
The theory’s starting point is that jumping to conclusions is allowed (‘valid’,
using a heavily laden term) when the conclusions do not lead us too far from
the premises. Or, to be a bit more precise, when the case made on the basis of
the premises, is close to those premises. Here ‘the case made’ is defined as the
conjunction of premises and conclusions. In other words, we can jump to certain
conclusions, if adding them to the premises is not a jump too far.

For instance, when a witness says she saw the suspect at the crime scene (w),
we ‘jump to’ the conclusion that the suspect was indeed there (s) by making
the case w A s. A valid jump will be written ¢ |~ ¢, an invalid jump as ¢ p .
That the corresponding case made is sufficiently close to the premises is written
as ¢ ~ o A1, that it is too far a jump as ¢ > @ A Y.

Our theory formalizes ampliative reasoning, as it has been called by Peirce,
that is: reasoning that goes beyond the premises. Toulmin used the term substan-
tial reasoning for the same concept, and considered reasoning only interesting
when it adds information to what is already in the premises.
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Fig. 1. Deduction and ampliation in a Boolean lattice

In Section 2, ampliative inference is studied in relation to nonmonotonic
inference. In Section 3, a connection is made to the mathematical (pre)order re-
lations, as a first step towards the quantitative interpretation, given in Section 4.
It is shown that well-behaved ampliative inference can be derived from an ‘argu-
ment value’ function on the language with properties close to those of a standard
probability function. In Section 5, a connection to argumentation theory is made
by considering arguments with local structure in terms of premises, rules, and
exceptions. It is shown that the global validity of an ampliative argument can
be determined by the application of non-excluded rules.

2 Ampliative arguments

The propositions that occur in arguments are expressed in a classical language
L with BNF specification ¢ == T | L | @ | @AY | oV | g+ 1, and the
associated classical, deductive, monotonic consequence relation, denoted F. As
in the study of nonmonotonic inference, we write ¢ |~ 1 to denote the validity
of an ampliative argument from premises ¢ to conclusions ¥ (plural to allow
us to speak of separate premises/conclusions that are in an argument joined by
conjunction). The proposition ¢ A ¢ is the case made by the argument.

In the Boolean lattice associated with our language L, ampliative and deduc-
tive arguments have opposite directions (Figure 1, with T at the bottom and L
on top). In Figure 1, we can jump from p to p A ¢ and from a V b to a; written
aspphpAgand aVblva.

The following qualitative properties, well-known in the general study of non-
monotonic inference relations [2,11,12], are our starting point. For all proposi-

tions ¢, ¢, ¥, ¥', x € L:

LE) If oy, Fo o and F Y« ¢, then ¢ |~ .
t)  If o |~ 1), then v @ A9

R)  Ifyp oA, then ¢ v 1.

R) @ e

RW) If o |~ Ax, then ¢ ).

CCM) If o 9 Ax, then o A |~ x.



(CCT) If ot and ¢ A |~ x, then ¢ |~ 9 A x.

(LE), for Logical Equivalence, expresses that in a valid ampliative argument the
premises and the conclusions can be replaced by a classical equivalent (in the
sense of ). (Ant), for Antededence, expresses that when we can jump from cer-
tain premises to a conclusion, we can also jump to the case made by the argument
(recall: the conjunction of conclusion and premises). Since (Ant) holds for am-
pliative arguments, every argument ¢ |~ ¢ has an associated ‘ampliation’, i.e.,
an argument of which the conclusion deductively implies the premises, namely
© I~ ¢ A, (PR), for Premise Reduction, says that we can also jump to a con-
clusion that classically follows from the case made by a valid argument. As the
converse of (Ant), it is technically useful below. (R), for Reflexivity, expresses
the validity of the limiting case of jumping from premises to themselves. (RW),
for Right Weakening, expresses that when the premises justify a composite con-
clusion also the intermediate conclusions are justified. It strengthens (PR) (given
(LE)). (CCM), for Conjunctive Cautious Monotony, expresses that we can still
jump to the case made by a valid argument when an intermediate conclusion is
added to the argument’s premises. (CCT), for Conjunctive Cumulative Transi-
tivity, is a variation of the Cumulative Transitivity property (CT, also known as
Cut) extensively studied in the literature (which has ¢ |~ x instead of ¢ |~ ¥ A x
as a consequent). The variation may seem minor, but is essential in the absence
of the (And) property (If ¢ |~ ¢ and ¢ |~ x, then ¢ |~ 1 A x). Assuming (Ant),
(CCT) expresses the validity of chaining jumps from ¢ via ¢ A to o A A x.

The relation ~ associated with |~ singles out those arguments that have the
case made by the argument as conclusion, i.e., have a conclusion that logically
implies the premises.

Definition 1. For |~ C L x L, we define:
pr~pi=yYpand @ .

We now show that the properties of |~ have close counterparts in terms of ~.
Beware: notwithstanding the suggestive notation, ~ need not be symmetric.

(LEAmpl) If o ~ ¢, k@« ¢ and - ¢ <> ¢, then ¢’ ~ o).

(Ampl) If ¢ ~ 4, then ¢ F .

(Eq) If b <> 1, then ¢ ~ 1.

(Int) If xF, Y pand p~ x, then o ~ 1 and ¢ ~ .
(Tr) If ¢ ~ 1 and ¥ ~ x, then ¢ ~ x.

(LEAmpl) expresses Logical Equivalence, this time for ~. By (Ampl), for Am-
pliation, ~ is an ampliation relation: when ¢ ~ v, ¥ goes logically beyond .
Also, by (Ampl), ~ is not normally symmetric (which would come at the price of
reducing ~ to classical equivalence). (Eq), for Equivalence, says that a proposi-
tion’s ampliations include all propositions logically equivalent to the proposition.
(Int), for Interpolation, says that an ampliation can be split at a proposition that
is logically in between. (Tr), for Transitivity, says that the ampliation relation
is transitive.
The listed properties for |~ and ~ have close formal connections:



Proposition 1. Let |~ be an inference relation obeying (LE), (Ant) and (PR),
and ~ the associated ampliation relation. Then the following hold:

~ obeys (LEAmpl) and (Ampl).

. e if and only if o ~ p A .

I obeys (R) if and only if ~ obeys (Eq).

ko obeys (RW) and (CCM) if and only if ~ obeys (Int).
I obeys (CCT) if and only if ~ obeys (Tr).

e

When the conditions (LE), (Ant) and (PR) of the proposition obtain, so that
1-5 follow, we speak of an ampliative inference relation |~ and a corresponding
ampliation relation ~. When all properties listed obtain, we speak of qualitative
ampliative inference and qualitative ampliation. The inference relation can be
recovered from the ampliation relation (part 2 of the proposition).

An example of qualitative ampliative inference is the following, for which
p g, but pAelfg, so e is an exception blocking the jump from p to ¢:

e vifand only if (pAgk @AY and pp)or (pAeb oA and ok pAe)
or (¢ ).

A second example shows that we can sometimes jump to incompatible conclu-

sions, e.g., in the case of two reasonable, but inconsistent decisions (as in a

choice situation). Here we can jump from p to either g, or to =g, but not to their
conjunction:

o yifand only if (pAgk @AY and - p)or (pA—gE @A and ¢ F p) or
(¢ ).

This example of non-qualitative ampliative inference illustrates the role of (CCT)
and (Tr):

o ¢ if and only if (pAghH @AY and g p) or (pAgATF @AY and p - pAg)
or (¢ F ).

The relation |~ obeys all properties listed above, but not (CCT)/(Tr) since it
is not possible to chain the arguments p |~ p A ¢ and p A ¢ |~ p A ¢ A r since
plp AgAr. Ct. the following figure.
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3 Ampliation and the ordering of propositions

In Section 4, we establish a quantitative interpretation of well-behaved amplia-
tive inference in terms of a numeric ‘argument value’ function on the language.
By this function, the propositions of the language can be ordered, in a way that
is similar to a probability function that assigns decreasing probabilities to more



specific propositions. As a first step, we consider certain (pre)order relations

associated with ampliation. For instance, the ampliation relation itself is a pre-

order, since Reflexivity (¢ ~ ¢) holds by (LEAmpl) and (Eq), and Transitivity

is part of the definition. Since Antisymmetry obtains for L’s logical equivalence

classes, ~ is even a partial order on logical equivalence classes. But Symmetry

(If ¢ ~ 1, then ¢ ~ ) fails in general, so ~ is not an equivalence relation.
The following definitions are needed.

Definition 2. For an ampliative inference relation p~ and a corresponding am-
pliation relation ~, we define:

pr-Y:=YvFypand =
pZYi=p~Yporo=v
p=Yi=9
pZ3YVi=v e

As aresult, ¢ 7 1 is equivalent to ¢ F . Also, given ¥ - ¢, ¢ |~ 1) is equivalent
to ¢ ~ 1, and ¢ p ) is equivalent to ¢ = 1. Furthermore, for all ¢ and %,
exactly one of ¢ ~ 9, ¢ > 1, and ¥ I/ ¢ holds.

The following result says that, if we stay within an ampliative chain, ~ and
> are well-defined ‘up to ~’, although care is needed by the failure of Symmetry.

Proposition 2. Let |~ be a qualitative ampliative inference relation. Assume
XFvke.

1. When ¢ ~ 4, the following hold:
(a) W ~ x if and only if ¢ ~ x.
(b) ¥ = x if and only if o > X.

2. When ¢ ~ x, the following hold:
(a) ¢ ~ 1 if and only if p ~ x.
(b) ¢ = if and only if ¢ = x.

If ~ and > are to be represented by numeric values, their properties should be
sufficiently well-behaved over the whole language, and not just within ampliative
chains. This requires a further property that expresses a kind of conservativeness
across ampliation chains. Consider a case in which ¢ |~ 9 and ¥ |~ x (cf. the
following picture). The arrows indicate ampliations (in the upward direction of
the arrow), the dotted lines deductions (in the downward direction).
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The two ampliations occur in (possibly) different chains, one containing ¢ and
@ A 1), the other ¥ and ¢ A x. When the relations are numerically derived, one
would expect that they can be chained. For instance, ¢ ~ @ A and ¢ Ay S 9
would give ¢ “3” 4, and similarly ¢» “Z” x, hence ¢ “Z” .

Now consider what happens if also x |~ ¢ (as in the figure below).
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In this situation, we conclude ¢ “=” x Ap. Since also x Ay “Z” ¢ (by xAp 2 @,
ie, x AN ¢), we conclude ¢ “~” x A . But ¢ and x A ¢ are in the same
chain, so we could have ¢ ~ x A ¢, in disagreement with ¢ “~” x A p. What we
need is that a sequence of ~ and 3 statements as in the figure is conservative on
ampliation chains. All this can be made precise using the following definition.

Definition 3. For an ampliative inference relation |~ and a corresponding am-
pliation relation ~, we define:

=* is the transitive closure of |~
et pi=p I and P 3
<" Y= 3" and not Y I* @
PV =Y T

Y= <"

3* extends 3 and ~* extends ~, but <* does not always extend <. (Cf. the
counterexample to Conservativeness below.) By (R), Z* is reflexive, hence ~*

’ o~
is also reflexive. As 3* is transitive, it is a preorder, and ~* an equivalence

relation. <* is well-defined on ~*-equivalence classes:

Proposition 3. Let |~ be a qualitative ampliative inference relation. Then the
following holds:

If o 250, o ~* @' and Y ~* ', then ¢ Z* 1.

Conservativeness is expressed as follows. The |~ version is known as Loop.

(L) If o I o1, @1 I~ @2, -..and @, |~ po, then vy |~ @p,.
(©) If ¢ =* % and ¥ F ¢, then ¢ ~ 1.

Assuming qualitative ampliative inference, the |~ and ~ versions are equivalent;:

Proposition 4. Assume an ampliative inference relation |~ and a correspond-
ing ampliation relation ~. Then |~ obeys (L) if and only if ~ obeys (C).

Here is an example of a consequence relation for qualitative ampliative arguments
that does not obey (L)/(C):

phyifand only if (pAgh @AY and o p)or (gArt oA and ¢+ ¢q) or
(pArE @AY and ok 1) or (¢ F ).

For this consequence relation, we have p |~ g |~ r |~ p, while p j~r.



4 Quantifiable qualitative ampliative arguments

The next step towards a quantified interpretation of qualitative ampliative ar-
guments requires the notion of a numeric order of magnitude of a proposition.

Definition 4. For a relation ~C L x L, we define the order of ¢, notation
O(y), as the maximal length n of a sequence @o, ..., @, with ¢ = @o and, for
alli €{0,...,n—1}, p; =* @ix1 (if such a finite mazimal length exists). When
every proposition has a finite order, we say that |~ has finite orders. When also
there is a mazimum order, we say that |~ has bounded finite orders.

When the property (L)/(C) holds, there cannot be a <*-loop. So, for a language
with a finite number of elementary propositions, (L)/(C) implies finite orders.

Restricting to bounded finite orders, qualitative ampliative inference can be
defined in terms of the order function.

Theorem 1. Let |~ express qualitative ampliative inference with bounded finite
orders. Then there is an integer-valued function O : L — N such that

@~ if and only if O(¢) = O(W) and Y F ¢
@ = if and only if O(p) > O(W) and Y F ¢

for which the following properties hold:

O(L) <O(p) <O(T).

O(p) =0 if and only if ¢ |~ L.

O(p) =2 maz(O(p A1), O(p A —)).
If o, then O(p) = O(¢).

¢ b~ ¥ if and only if O(p) = O(p A V).
o 4 if and only if O(p) > Ol A V).

S Grds Lo o~

In the proof, O(y) is taken to be the order of ¢. The properties in the theorem
are already quite close to the properties of probability theory. But the order of
a proposition behaves like an order of magnitude, reflected by the max-relation
in part 3, in contrast with probability theory’s addition (which also has equality
instead of >).

We next show that (assuming a further finitizing restriction) the max-relation
can be replaced by addition. The order function is replaced by an ‘argument
value’ function, in such a way that the order function behaves like a kind of
rounded logarithm of the value function. We need definitions of maximally spe-
cific conclusions and of minimally specific exceptions.

Definition 5. A maximal conclusion (or extension) of a proposition ¢ is a
proposition ¥ with ¢ |~ ¥ and ¥ - ¢ that is mazimally specific in the sense of
b, ie., for all x, if ¥ i x and x = 1, then ¢ [ x. When every conclusion of a
proposition can be amplified to a maximal conclusion, we say that |~ has finitely
expressible maximal conclusions.



A minimal non-conclusion of a proposition ¢ is a proposition 1 with ¢ [
and ¥ F @ that is minimally specific in the sense of -, i.e., for all x, if ¥ F x
and x W ¥, then @ |~ x. When every non-conclusion of a proposition (F-implied
by the non-conclusion) is an amplification of a minimal non-conclusion, we say
that |~ has finitely expressible minimal non-conclusions.

A minimal exception of a proposition ¢ is a minimal non-conclusion 1 of ¢
such that there does not exist a mazimal conclusion x of ¢ with ¥ F x.

To simplify technicalities (involving infinite disjunctions and conjunctions cor-
responding to infinite unions and intersections of sets), we restrict ourselves to
inference relations with finitely expressible maximal conclusions and minimal
non-conclusions.

The following theorem contains the inductive definition of an integer-valued
function v : L — N that characterizes qualitative ampliative inference. The
induction is based on the property that minimal non-conclusions of a proposition
have an order that is strictly lower than the proposition.

Theorem 2. Let |~ express qualitative ampliative inference, have bounded fi-
nite orders, have finitely expressible maximal conclusions and minimal non-
conclusions, have a bounded finite number of mazimal conclusions per propo-
sition, and a bounded finite number of minimal exceptions per proposition. Let
C denote the minimal upper bound of the number of mazximal conclusions. Let
O be the order function on propositions and c(p) the number of mazximal con-
clusions of a proposition ¢. We inductively define the argument value function
v:L— N:

0 if O(p) = 0;
v(p) =41 if O(p) = 1;
c(p).v(O(p)) + > {v(¥) | ¥ minimal exception of ¢} if O(p) > 1,

where v(n) = (C? + 1)1 for n > 0. Then:
) <

v(L) <v(p) <o(T).

v(p) =0 if and only if p |~ L.

v(p) > v(p AY) +u(p A —).

If Y+, then v(p) > v(v).

© 1 if and only if and o |~ L or “Sféfo;’b) > %ﬂ

@ v if and only if p [ L and % < %ﬂ

S s oo~

Note the special role of L, related to 0 having a logarithm of minus infinity.

As promised, the integer value function v of the theorem behaves almost like a
probability function (bearing the standard connection between propositions and
sets in mind). There is still one telling difference: whereas the sum of the prob-
ability of disjoint sets is equal to the probability of their union (in accordance
with Kolmogorov’s standard axioms), the sum of the argument values of mutu-
ally inconsistent propositions may not be equal to their disjunction, but can also



be lower. There is a natural interpretation for this technical difference. Whereas
probability theory counts cases of which all properties are available, in our set-
ting of ampliative argumentation, the argument values count cases in which
there can be unknown properties. Logically speaking, probability counts worlds
(complete interpretations), whereas ampliative argumentation counts states ex-
pressed by propositions (partial interpretations). The role of partiality is to be
expected, as ampliation is a way of adding information to the partial informa-
tion expressed by the premises (cf. the examples at the start of the paper). The
amplified information will again be partial.

In light of the close analogy between probabilities and the argument val-
ues used in the theorem, we will write v(¥|p) := v(p A )/v(p). The argu-
ment value version of Bayes’ theorem is an immediate consequence: v(¢|¢) =
olpl)o () /v ().

Theorem 2 shows that the ‘conditional argument value’ v(¢|¢) can be inter-
preted as the strength of the argument. When the strength is above the threshold
1/(C + 1), the argument is valid, when the strength is below (or equal to) the
threshold it is invalid.

5 Structured arguments

Until now, by our focus on the inference relation |~, we have used the classical
model of arguments as unstructured premise-conclusion pairs. As such, we have
established a theory of the global validity of arguments. However, in contempo-
rary formal theory of defeasible arguments (see [16] for an overview), arguments
have additional structure since they are constructed using premises, rules, excep-
tions, defeaters, etc. A central problem addressed in this kind of work is how the
local structure of an argument, and of the arguments attacking the argument,
determines the global validity of the argument. Today, Dung’s seminal abstract
perspective [5] plays a key role in determining such global validity (or argu-
mentative warrant). Dung proposed different kinds of ‘semantics’ — preferred,
complete, grounded and stable —, each determining a different kind of argumen-
tative warrant. Several other semantics have been proposed, e.g., the stage and
semi-stable semantics, both in [17] (though the semi-stable with another name),
and the ideal and cf2 semantics; cf. the overview [1].

When we restrict ourselves to qualitative ampliative inference, as in this pa-
per, determining the global validity of structured arguments becomes relatively
simple: an argument is globally valid if the case it makes is constructed using
rules that are not excluded by an exception. This is possible because we do
not assume that all sets of rules, exceptions, defeaters, etc. can occur; the in-
put from which arguments are constructed is constrained by the properties of a
global theory (expressed in the inference relation). As a result, arguments are
only constructed from ‘well-behaved’ sets rules and exceptions.

Syntactically, structured arguments are sequences of premises (propositions
in L), rules of the form ¢ = v, and exceptions of the form —(¢ = ). An
exception —(p’ = ) excludes a rule p = ¥ when ¢’ - . When ¢ |~ ¢, ¢ = ¢



is an je-rule; when ¢ R 9, =(¢ = ) is an |v-exception. We will assume a
language L with a finite number of elementary propositions and a qualitative
ampliative inference relation |~.

Definition 6. Let |~ express qualitative ampliative inference. We inductively
define valid arguments o from premises P(a) € L making the case C(a) € L as
follows.

1. The empty argument | | is a valid argument from T making the case T. It
has no applicable rules and no applicable exceptions.

2. When an argument & = [Yo,...,Vn] s valid, it can be extended to a valid
argument o by adding a premise @ provided that, for each applicable rule
¥ = x occurring in a such that C(a) A ¢ b x, an ~-exception overruling
the rule is also added (after the new premise). Each thus excluded rule is
not applicable in o. Also each rule that comes after an excluded rule is not
applicable in o'. o' is an argument from P(a) A ¢ making the case P(a) A
WA A ... ANy, where iy, ..., Yy are the consequents of the applicable rules
of .

3. When an argument o = [o,...,Yn] s valid, it can be extended to a valid
argument o/ by adding a p-rule ¢ = 1 provided that C(a) b ¢ and C(a)
1. That rule is an additional applicable rule of o'. The extended argument’s
case is C(a) N 1.

Theorem 3. Let |~ express qualitative ampliative inference. Then ¢ |~ ¢ if and
only if there is a valid argument, structured as in Definition 6, from @ making
the case p N .

By this theorem, we can use the same term ‘argument’ for an argument in the
sense of a global judgment of warrant and for an argument in the sense of a valid
structured argument, as defined in Definition 6.

Assume for instance that the argument [p,p = q,q = re,—(e Nqg = r)] is
valid, where all rules and exceptions are taken from a qualitative ampliative in-
ference relation |~. This argument’s construction consists of three steps. Initially
there is only the premise p, then the rule p = ¢ is applied, then a second rule
q = r, but that rule is immediately excluded by the exception e. The argument
is an argument from p A e making the case p A ¢ Ae.

As said, the construction of valid arguments is more straightforward than
in other proposals because the properties of qualitative ampliative inference re-
strict which rules and exceptions can form an argument. Consider for instance
this argument, a slight variant of a puzzle studied by Pollock [14]: [p,p = ¢,q =
r,=(p Ar = q)]. After the application of the second rule, the first one is ex-
cluded, making the application of the second rule impossible; contradiction. In
the present proposal, this example is not a valid argument of a qualitative am-
pliative inference relation |~. For if the two rules can both be validly applied, we
would have that p o ¢ A7, hence by (CCM) and (RW) (and (LE)) pAr |~ g, so
—(p AT = ¢) is not an p-exception.

What about the expressiveness of the present approach? Isn’t it too restric-
tive? Let’s consider the three kinds of argument attack that are most prominent



in state-of-the-art argumentation formalizations (e.g., [15]): assumption-based

attack, aimed at the defeasible assumptions of an argument, undercutting at-

tack, aimed at the connection between a reason and its conclusion, and rebutting

attack, in which a reason for the opposite of the argument’s conclusion is given.
Consider the following three arguments, one of each type:

—a——>b [a] >b

The argument [= a,a = b, e, (e = a)], depicted on the left, in which the defea-
sible assumption a is attacked by e, is an example of assumption-based attack.
The argument from a to b is based on the defeasible assumption a (formalized
by the rule = a with empty antecedent). The assumption is attacked by the
exception e. When the argument is valid (with respect to a qualitative inference
relation |~), the rules and exceptions in the argument correspond to |~ a,a |~ b
and e % a. The gradual construction of the argument starts with the assumption.
At this stage of construction, the argument’s validity corresponds to |~ a (cf.
Theorem 3). Then the rule a = b is applied. The argument’s validity now corre-
sponds to p~ a A b. Finally, the premise e is added, that leads to the addition of
an exception —(e = a) excluding the assumption = a. The argument’s validity
now corresponds to e p~a and e | e.

Similarly for the middle, undercutting argument [a,a = b,e, (e A a = b)],
in which the reason a for b is undercut by e. Its rule and exception correspond
to a |~ b and a A e [ b. Its gradual construction corresponds to the sequence
apra,apranbeNallbenaleAa.

The argument on the right, [a,a = ¢,b,~(a Ab = ¢),b = —¢], an example of
a reason b for —c¢ that rebuts the reason a for ¢, has rules corresponding to a |~ ¢
and b ~ ¢ and an exception corresponding to aAb [L c. Its gradual construction
corresponds to a v a,a aAc,a ANb e, a ANb I~ e

6 Summary and concluding remarks

In this paper, the foundations of argumentation theory have been reconsidered
using the formal properties of nonmonotonic consequence as a starting point [2,
11,12]. Well-known properties of a nonmonotonic consequence relation |~ were
reinterpreted in terms of a so-called ampliation relation ~. By this reinterpreta-
tion, ampliative inference could be connected to properties studied in the math-
ematical theory of (pre)orders. This allowed the development of a quantitative
interpretation of qualitative ampliative inference, in two versions.

The first quantitative interpretation was in terms of a numeric function mea-
suring an ‘order of magnitude’ of a proposition (if you like: an ‘order of normal-
ity’), with larger orders being more general (with the order of T as maximum)
and lower orders more specific (with the order of L as minimum). The properties
of this order-of-magnitude function remind of possibility logic [4] by its use of



a maximum property (as opposed to the additivity of probability), with a key
difference being the use of an inequality. The order-of-magnitude function helps
to explain why preferential logic (which can be obtained from our qualitative
ampliative inference by adding the (And) and (Or) rules) can be defined both
in terms of limits (Geffner & Pearl [6]) and in terms of minimal models (Kraus,
Lehmann, Magidor [11]): a premise and its conclusions have the same order of
magnitude, with a difference that vanishes ‘in the limit’.

From the order function, a second quantitative interpretation of qualitative
ampliative inference has been derived in terms of an ‘argument value’ func-
tion with properties that closely resemble the Kolmogorov probability axioms
[7]. This second ‘logico-probabilistic’ interpretation of ampliative arguments uses
numeric argument values that behave like conditional probabilities and that mea-
sure argument strength. When the strength of an argument is above a threshold,
the argument is valid. The Kolmogorov additivity axiom is replaced by an in-
equality, that has the natural interpretation that the cases that are the basis of
the numeric distribution (e.g., by counting observations or by otherwise weight-
ing them) contain partial information, and not information about the ‘whole
world’. This partiality of information is a cornerstone of ampliative inference,
that can by our formal proposal be interpreted as jumping to conclusions when
staying sufficiently close in value to the premises.

One interpretation of the case made by an argument, defined here as the
conjunction of premises and conclusions, is as an explanation supported by the
argument’s premises. As a result, the approach in this paper is related to theories
of abductive inference to the best explanation [10]. This is no coincidence since
one inspiration for the present approach was the intuition that argument-based
and explanation-based approaches could be formally integrated (cf. Bex’s hybrid
argumentative-narrative theory of legal evidential reasoning [3]).

Our approach can be regarded as a bridge between logic and probability.
While [8] consider the (And) rule as a watershed between qualitative and quan-
titative interpretations of nonmonotonic reasoning, we have proposed a quan-
titative interpretation of qualitative ampliative arguments that is independent
of (And). Here, the (CCT) property, that expresses a kind of defeasible rule
application and is probabilistically not valid, plays a key role in distinguishing
quantitative and qualitative argumentation.

Bayesian networks [9, 13] also combine logic and probability. They are how-
ever often causally interpreted and need additional tools for the modeling of
an agent’s decision making, e.g., utilities. By the combination of the decision-
oriented notions of defeasible argument, rules with exceptions and argument
strength, the here proposed theory provides a fresh perspective on intelligent
agents jumping to conclusions in order to interpret their world and act in it.

The distinguishing role of defeasible rule application and the associated prop-
erty (CCT) shows on formal grounds that the rules and exceptions underlying
qualitative ampliative inference cannot be derived from statistical correlations
alone. Defeasible rules need to be tested by applying them, thereby generating
hypotheses. Sometimes rules with their associated exceptions will lead to hy-



potheses that are not falsified too often. When this happens, such rules can be
regarded as ‘knowledge’, in the sense that they describe accurate patterns.
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