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1. INTRODUCTION
In settings where multiple strategic agents perform actions
that influence each other’s decision-making process, it is of-
ten necessary to accurately predict the behaviour of others in
order to respond appropriately [9]. One option to do so is by
modeling an opponent explicitly, e.g. through dynamic epis-
temic logic [13], Interactive POMDPs [6], multi-agent influ-
ence diagrams [7], or iterated best-response models such as
cognitive hierarchy models [2] and level-n theory [1]. These
models allow for recursive modeling of an opponent, by mod-
eling the opponent as an opponent-modeling agent itself, cre-
ating increasingly complicated models to predict the actions
of increasingly sophisticated opponents.

In humans, the ability to predict the actions of others by
explicitly attributing to them unobservable mental content,
such as beliefs, desires, and intentions, is known as theory of
mind [10] or social cognition. Experiments in which humans
play games show evidence that humans use theory of mind
recursively in their decision-making process [8]. For exam-
ple, when asked to search for a hidden object in one of four
boxes, three of which are labeled ‘A’ and one of them ‘B’,
participants tend to ignore the box labeled ‘B’, using their
nested belief that a hider would believe that a seeker would
consider the most obvious place to search for a hidden ob-
ject to be the box labeled ‘B’ [4]. Whether any non-human
species makes use of theory of mind is a controversial mat-
ter [3, 11], and although recursive opponent modeling could
continue indefinitely, humans only use higher-order theory
of mind (i.e. recursive theory of mind) up to a certain point
[14]. In an evolutionary sense, the costs of using higher or-
ders of theory of mind may outweigh the benefits.
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Agent-based modeling has proven to be a useful research
tool to investigate how behavioural patterns emerge from in-
teractions between individuals. We have used this approach
to investigate the effectiveness of recursive opponent model-
ing in the setting of a specific game called Limited Bidding
[5]. The results in this setting suggest that there may be a
limit to the advantage that can be obtained through recur-
sive opponent modeling, but these limitations may also be
caused by the specific game structure. Here, we apply the
model presented in [5] to rock-paper-scissors (RPS), perhaps
the most transparent non-trivial setting in which the role of
theory of mind can be investigated. In addition to the stan-
dard RPS game, in which ‘rock’ defeats ‘scissors’, ‘scissors’
defeats ‘paper’, and ‘paper’ defeats ‘rock’, we also investi-
gate two variations. Elemental RPS (ERPS) preserves the
structure of RPS with a unique best response to each action,
but confronts agents with a choice out of five available ac-
tions. In rock-paper-scissors-lizard-Spock (RPSLS), agents
choose from five actions as well, but this setting differs from
ERPS in that each action is defeated by two other actions
(e.g. both ‘lizard’ and ‘scissors’ defeat ‘paper’).

2. SIMULATION THEORY OF MIND
In our approach, an agent tries to take advantage of reg-
ularities in his opponent’s strategy by predicting her be-
haviour through simulation-theory of mind [9]. An agent
takes the perspective of the opponent, and simulates his
opponent’s decision-making process by making the decision
himself. Through the implicit assumption that the oppo-
nent’s thought process can be accurately modeled by his
own, the agent predicts that his opponent will make the
same decision he would have made if the roles were reversed.

A zeroth-order theory of mind agent models patterns in
his opponent’s behaviour, but does not attribute any mental
content to her. In contrast, a first-order theory of mind
agent considers the possibility that his opponent is trying to
win the game for herself, and that she reacts to the choices
he makes. For example, suppose that the first-order theory
of mind agent remembers that he previously played ‘rock’
against the opponent he is facing. He realizes that if the roles
were reversed, and he would remember her to have played
‘rock’ before, the agent would play ‘paper’ more often. The
first-order theory of mind agent has the ability to attribute
this thought process to his opponent, and predict that she
will play ‘paper’ more often. Given this prediction, the agent
reasons that he should play ‘scissors’ more often.

A second-order theory of mind agent also models his op-
ponent as a first-order theory of mind agent. He believes
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Figure 1: Average performance of theory of mind agents playing rock-paper-scissors against an opponent of a lower order.

that his opponent may be putting herself in his position. If
the second-order theory of mind agent remembers his oppo-
nent to have played ‘rock’ in previous encounters, he would
therefore believe her to predict that he will be playing ‘pa-
per’ more often. As a result, the second-order theory of mind
agent would predict his opponent to play ‘scissors’ more of-
ten, in which case he should play ‘rock’ more often himself.

3. RESULTS
Using the mathematical model from [5], we determined the
performance of the theory of mind agents described in the
previous section by placing them in competition. Figure 1
shows the results for the RPS game as a function of the
learning speed of both the agent and his opponent. We
find that first-order and second-order theory of mind agents
clearly outperform opponents that are more limited in their
ability to model others. A third-order theory of mind agent
mostly outperforms a second-order theory of mind opponent
as well, but only marginally.

Results of similar competitions in the ERPS variation sug-
gest that these diminishing returns on higher orders of the-
ory of mind found in RPS are not related to the number of
actions available to the agents. When agents choose from
five instead of three possible actions, performance of third-
order theory of mind agents only improves when playing
against opponents that are unable to make use of theory of
mind, and play according to a stationary mixed strategy.

Compared to the results of RPS, performance of theory
of mind agents in RPSLS is greatly reduced. This suggests
that the effectiveness of theory of mind is dependent on the
existence of a unique best response. One explanation for this
low performance is that when an agent is indifferent between
two actions, he chooses either one with equal probability. A
slight asymmetry, such that one option is preferable over the
other, may therefore benefit agents making use of higher-
order theory of mind. Such asymmetries may create a focal
point [12] for agents with a lower order of theory of mind,
which may result in more predictable behaviour.

4. CONCLUSION
Our results in the RPS game are qualitatively equivalent to
those obtained in the setting of Limited Bidding [5]. This
shows that the results reported in [5] are not exclusive to the
specific game setting studied there, but are generalizable to
games of different designs. This provides further support
for the hypothesis that first-order and second-order theory
of mind provide a clear advantage over opponents of a lower
order, while deeper levels of recursion help less [5].
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