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Abstract— Recent research in image recognition has shown particular visual code-book. By looking at multiple posits
that combining multiple descriptors is a very useful way to in the image, a histogram is constructed that reflects the
improve classification performance. Furthermore, the use D distribution of visual keywords in an image. Combining

spatial pyramids that compute descriptors at multiple spatal manv of such descriptors and givina them as input to a
resolution levels generally increases the discriminativeower of y u P giving Inpu

the descriptors. In this paper we focus on combination methds ~ l€arning classifier such as a support vector machine (SVM)
that combine multiple descriptors at multiple spatial resdution  [24] has been shown to lead to very good results.

levels. A possible problem of the naive solution to create @n In [11], [15], the computed descriptions at different lesvel
l’f rgSp|Ionoprtjtv\éifct;r)rrri(:;::heilng1 ai(;hltr;;tl?ﬁ{enlirr]wgpuctlet/sésé?;r lfé‘ccgmaéz of the spatial pyramid are combined into a single vector.
of very large dimensionality, which can increase problems fo Besides that, eac_h Ievel_ IS mqnually W_e'ghtEd_ using a certal
overfitting and hinder generalization performance. Therebre ~Scheme because it provides different kinds of informatsn.

we propose the use of stacking support vector machines where a result, a large feature input is constructed for indexing a
at the first layer each support vector machine receives the put  jmage. However, when this method is used to combine many
constructed by each single descriptor and is trained to comyte descriptors in a single large input vector, this may lead to

the right output class. A second layer support vector machie L L
is then used to combine the class probabilities of all traing overfitting the data and worse generalization performance.

first layer support vector models to learn the right output Therefore, a method by Zhang et al. [8] was proposed to
class given these reduced input vectors. We have performed provide a more efficient way to combine multiple descriptors
experiments on 20 classes from the Caltech object databaséthv Although their method is not published in a separate paper, i
10 different single descriptors at 3 different resolutions The worked very well in the PASCAL 2006 challenge. It basically

results show that our 2-layer stacking approach outperforns . .
the naive approach that combines all descriptors directlyn a  US€S @ stacking method [25] where at the first layer support

very large single input vector. vector machines are trained using different descriptod an
at a different level of the spatial pyramid to learn to congout
I. INTRODUCTION the right classes. The output probabilities are computed

ACHINE VISION is a subfield of artificial intelli- °Y the individual support vector machines and then these

gence that focuses on extracting useful informatioRrobabilities are all combined to serve as input vector for
from images. During the last decade a large number of nov8Nother support vector machine that leamns to make the final
algorithms have been described for image recognition arfg@ssification. _
this has led to good recognition performance on many differ- Contributions. In this paper we use 20 classes from the
ent benchmarks. These algorithms use descriptors desgribCaltech dataset to compare ten different single desceptor
an image and then a machine learning algorithm to classi§PMPuted at different levels of the spatial pyramid, and the
the images. Although traditional approaches focus on eolofOMbination of all levels. Fur’ghermore, We_show the resul'_[s
and texture-based descriptors, their lack of discrimimati of three methods _that combine all descnp_tors and spatial
power led researchers to use more advanced shape-ba¥§!s: (1) The naive approach that combines all features
and/or appearance-based descriptors. Shape-basedpdes&@mputed by all descriptors in a single input vector for a
tors often use a histogram of orientation gradients (HoG)UPPOrt vector machine. (2) The 2-layer stacking SVM of
[16], [7] and recent research combines this with a spati#ihang [8] that uses as first layer models the support vector
pyramid [15], [3] approach where the HoGs are Compute@achlnes_that receive as input a single descrlptor_ computed
at multiple spatial resolution levels and positions insale at €ach different level. (3) Our novel 2-layer stacking SVM
viewing window. These shape-based descriptors are quifedt uses first layer models that receive the inputs of asingl
invariant to image distortions and have a good discrimieati descriptor computed at all different spatial levels.
power. Appearance-based descriptors [21], [6] use a gescri 1h€ originality of our work is: (1) We compare the
tor such as the HoG or another descriptor and create a b&fectiveness of two different 2-layer stacking SVMs to the
of visual keywords from multiple patches in an image. Thid!aive approach. (2) We compare many different single edge

is most often done using clustering techniques to createdgSCriptors based on intensity and color information. (& W
compare the usefulness of different spatial levels and the
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for combining multiple descriptors computed at differentivided into several partitions and for each partition dedif
spatial levels. In section IV, we describe the descriptorent local histogram is computed. One of the main advantages
that we used. These descriptors compute feature vectdrs tloé using this approach is that it gives additional inforroati
are used to construct support vector machine classifiers. o the histogram to capture the spatial distribution of the
section V, we describe our new two-layer stacking spatialmage content. Besides the fixed partitioning scheme, a-mult
dense pyramids for image recognition. In section VI, théevel histogramming scheme [17] based on the quad-tree
categorization effectiveness of three different combamat structure is also used to incorporate spatial componergain
methods are evaluated and compared to single descriptorsiorage. However, the dimensionality of the feature space can
20 classes of the Caltech-101 dataset. Section VIl consludeecome very large, because many different local histograms
this paper. need to be computed and stored. Thus, to reduce the number
of its inputs, the random patches scheme is proposed, where
several patches are randomly generated and combined to
One of the major difficulties in managing visual informa-obtain the image signature. A drawback of this method is
tion is to encode the image in a discriminative feature spacghat it needs a clustering method to compute an invariant
Usually, an image is represented by a feature vector andhistogram, and sometimes the use of clustering leads to
machine learning method is used to learn to discriminatess discriminative descriptors. Instead of using muatiel
image classes based on these feature vectors. The feathigtogramming, the sliding windows scheme is also possible
vector can be extracted either globally from the whole imag® represent the local image content, but this approach is
or locally as in region-based image schemes. Once the imagemputationally inefficient, i.e., one has to visit everytm
representation is selected, the next steps are to selestialvi of the image, resulting in thousands of evaluations thaehav
descriptor and a machine learning algorithm for learningo be performed.
to compute the right output class given the feature vector. An alternative approach in representing images with local
In this section, we briefly describe some image partitioningegions has been developed that is called the saliencytbase
methods. These partitioning methods compute particutar higpproach, which is said to be capable in handling images
tograms (e.g. orientation histograms) to compute a featuygith complex structures. These methods are claimed to
vector in a part of the image. be robust and invariant to scale, rotation, viewpoints and
illumination. The most popular and widely used salient p®in
method is SIFT (Scale-Invariant Feature Transform) [16]
In literature, global histogramming is the most commonly 4 SURE (Speeded Up Robust Features) [2] is another
used scheme to cgpture the visual informati(?n in an _imagﬁcomputationally more efficient) method. One of the main
The scheme provides compact representations of imaggseplems of the salient points scheme is that its local tch
where each image corresponds to a point in some featufgs orderless. To ease recognition of the image content, the
space. However, the scheme suffers from occlusion, cluttgfea| patches should be in a certain order in the spatialiflyo
or spatial variation of objects in the image. For examplézqgrtunately, it is easy to capture the spatial relationship
in [23] this scheme is used with an edge direction anfeyeen local patches to enrich the semantic description
various color histograms and in [10] this scheme is usegk the visual information. There exists a simple, but quite

with the simple color histogram. Retrieval results using th giscriminative approach to represent the spatial ordehef t
global approach were not very promising, which led to many, .4, patches. This method will be explained next.
variations of partitioning schemes. One of the widely used

variations of global histogramming is local histogrammingt Spatial pyramid approach
as used in region-based approaches. '

Il. RELATED WORK IN IMAGE PARTITIONING SCHEMES

A. Global approach

The multi-resolution approach in [13] uses a pyramid
representation to capture the spatial correspondencesbatw

Region-based approaches are quite popular to represent Higtograms. A multi-resolution image was constructed gisin
local image content. The region-based approach tries tly apgour levels of the Burt-Adelson pyramid [4]. In this method,
an image segmentation technique to extract regions froeach level is obtained by filtering with a Gaussian kernel and
images. Then, the similarity between images is measuredbsampling. After that, the authors computed the histagra
by calculating the correspondences between their regiond. each of the four levels. The distance between two multi-
Typical examples of region-based retrieval systems ireludesolution histograms is the sum of the four individual L
Blobworld [5] and VisualSEEK [22]. However, it is quite distances between pairs of histograms corresponding to the
difficult to achieve accurate segmentation in an image witkame pyramid levels. In contrast with this approach, the
less distinctive objects [22]. spatial pyramid approach [15], [3] uses the fixed partitigni

Besides image segmentation, another way to overcome theheme to combine several levels of histograms as illestrat
limitation of the global feature approach is to use a fixeéh Fig. 1. Combining multiple levels using this approach has
partitioning scheme. This approach has become more populaen shown to improve recognition performance compared
and has been shown to be a powerful image representatimnusing a single level [12], [15], [3], [13]. In this papeiligh
technique [1], [19]. In fixed partitioning, an image is edual spatial pyramid scheme is used.

B. Local region-based approach



The spatial pyramid approach uses the fixed partitioning
scheme to construct multiple spatial resolution levelshia t
image. Each histogram in each partition is used to capture
spatial information in the image. In this case, the inputgma
Level 5 Level =1 evel =2 is equally divided into several partitions or regions. The
number of partitions depends on the number of spatial cells
for each level. In [15], for each levé] the number of cells
is determined byt'. After that, any descriptor can be applied
to each partition. Finally, histograms (vectors) of the gma
at all levels are concatenated to form a single vector that
Fig. 1. A spatial pyramid representation with correspondence tell®, incorporates the global and local histograms to describe th
1 and 2 respectively. image. After that, a support vector machine (SVM) [24] is
used to classify images. The idea is illustrated in Fig. 2.

Image

I1l. COMBINING MULTIPLE FEATURES

Many content based information retrieval or machine
vision systems combine multiple image features to improve
their performance. Multiple image features normally proglu
different evidences of visual information for feature niatg ‘/"‘//./ \4\.
between reference and observed images. The main idea of | _{ EEEH . ‘ ’::‘
combining multiple evidences is that repeated evidences of ¥ ¥ ¥ ¥ ¥
the same object would increase the probability of relevant
features in the object. As a result, by using this approdsh, i
retrieval results are improved as reported in [1], [3], [18] | | | | | |

We use the spatial pyramid representation approach and l
combine multiple features in our experiments. We used |
this for several reasons: (1) The features can be computed
easily and efficiently. (2) The system preserves the spatial @
information of images by simply combining local histograms
at multiple levels. (3) The histogram itself has many merits |
such as invariance to image rotations and robustness teimag
translations around the viewing axis, and it varies slowithw _. . ) o ) ) )
the angle of view [20], [13]. (4) Each level in the Spatiaheepandence to level 0. 1 and 2 respeciively. The histogemrsombined
pyramid presents different information for recognizinge th at all levels and a support vector machine is used for clasaifin.
image.

We believe this approach enriches the semantic descripti
of the visual information. With these advantages, the apati
pyramid approach provides more discriminative power for A problem of the above technique is that the spatial
recognizing images than other approaches_ However, we Swramid approach will increase the size of the concatenated
have to combine all local histograms in a classifier. In thigescription of the image. Furthermore, when many descrip-
paper, we report two different proposed methods which af@rs are used, the feature vectors become very large, and

Image

Combined histograms |

classification |

%r? Two-Layer Stacking Spatial Pyramid Classifier

relevant to our study. the computational time becomes large for training the SVM
] . N and for querying images. Finally, this naive combination
A. Spatial Pyramid Classifier method can also cause overfitting and decrease genematizati

We construct a representation using three levels of thgerformance.
spatial pyramid [15], see Fig. 1. In general, the method usesIn [15], it is shown that the performance at level O is
one global and multiple local feature histograms to describnvorse than using level 2. Therefore, the authors used a
images. The global feature histogram is suitable to descrilfixed weighting scheme for features computed at different
simple images and has the ability to represent an entireebbjdevels. This fixed weighting scheme might be not optimal
with a single small vector. In contrast, the local histogsamfor classification performance. We argue that the weighting
are computed in multiple regions and are more robust techeme should be dynamic or more specifically adapted to
complex disturbances such as occlusion and clutter. Aftgield optimal classification performance.
the histograms are computed at multiple spatial resolution For these reasons, we explore a two-layer stacking method
levels, they are combined to form a set of histograms. Ithat reduces the size of input vectors and at the same time
our implementation, three different levels of resolutiovere  replaces the fixed weighting scheme. The stacking algorithm
chosen, i.e, levels. 0, 1, and 2, to represent the finest,leiddor more specifically a two-layer spatial stacking algorithm
and coarsest resolution, respectively. was proposed by Zhang et al. and described as an algorithm



that competed in the PASCAL-2006 visual object challengeision system to get the most discriminative information.
[8]. This method can reduce the size of the large featui®ne of the most important features of our visual system is the
vectors and improve the generalization performance of thepnstruction of edge features, and using such edge oriemtat
spatial pyramid classifier. The two-layer spatial stackingnformation it is possible to describe shapes. For thisopas
method combines outputs from different classifiers of thedge-based descriptors such as SIFT [16] and histograms of
spatial pyramid approach. It uses the fact that the proityabil oriented gradients [7] have become popular and are nowadays
estimates or outputs from each classifier can be combingddely used in image recognition systems. Therefore, like
and used for recognizing images with many different descripnany other researchers, we have chosen to concentrate on
tors. The system first trains a set of SVM classifiers on thearious edge descriptors to represent the image content.
histograms of each level with a single different descriptor These descriptors are applicable to real-world images and
in the pyramid. In this case, each classifier estimates thmovide significant relationships between lines or corgour
posterior class probability values or class predictionsaof and have enough power for shape discrimination. Moreover,
given image. The posterior probabilities contain importanour own experiments with other features than edges (not
information about the predicted classes and can be usddscribed in this paper) were performing worse. Therefore,
instead of the feature vectors of the descriptor to traime used three main different descriptors that are tested
the final classifier. After that, the outputs of these SVMndividually and combined in our system. Both color and
classifiers are concatenated into a feature vector for eattiensity information are used in these descriptors.
image. Then, this feature vector is used to learn another SV
classifier. In our implementation, an SVM classifier with th
RBF kernel using the one-vs-all approach is used to provide The importance of color and intensity changes and edges
probability outputs on the decision values. Fig. 3 shows th@ Visual processing had led to extensive research and use in
2-layer stacking spatial pyramid approach. computer vision systems. Like other researches, both color
and intensity features are used in the selected descriptors

. The Detection of Color and Intensity Changes

to describe images in our image recognition system. We
|mage believe that these features convey different informatioous
edges in the image. Furthermore, the different descriptors
‘// \‘\A can provide richer and more reliable descriptions of phaisic
edges which can help to recognize the images.

m[Es]=
\

¥

| The process of extracting information from edges can be
¥ ¥ divided into two main tasks. The first task is to detect the

L 4
color and intensity changes in the image, and the second
== task is to describe the properties of edges by using a
- certain descriptor. Before the color or intensity changes a
- detected, pixels in the RGB color space are converted into

[ Combint probait | a more robust color space. In our case, HSV and YIQ color
t . . . . .
oTPIne propey Ty ovba models are used to describe color and intensity information

respectively. In HSV space, each pixel is converted intg hue
saturation and value components. After that all components
| are used to describe edges in the image. In YIQ space, only
the Y component is used since this variable or dimension
represents the luma information. It is demonstrated thagtmo
color images can be very well displayed using only 256 or
512 colors. Thus, all components are quantized in the iaterv
0 to 255 and this range also takes up less space. The overall

feature extraction process for computing edges is shown in
It is often difficult to determine which image features arerig. 4.

most useful to describe the information in an image. Good Once the image pixels are converted into H, S, V and
image features are crucial because they can give a comp&Ctomponents, the next step is to smooth or directly con-
representation and help to discover meaningful patterns {fblve each component with a convolution kernel. Finally,
the image. Until now, there is no single solution to producgrientations and magnitudes at local regions are detecigd a
an optimal query result for all images. Recently, most @8 di ysed to describe edges. In our experiments, three different
are focusing on multiple image features for satisfactordescriptors are used to describe edge features. The details

recognition results. Using multiple image features mayhelthese descriptors are discussed below.
to recognize different structures of images efficiently and

enrich the semantic description of the visual informatiah. B- MPEG-7's Edge Histogram
though many general feature detectors can be used, selectedexture is important to check homogeneity and non-
detectors should simulate a certain ability of the humahomogeneity between images. We used the MPEG-7 edge

| classification

Fig. 3. The 2-layer stacking spatial pyramid classifier.

IV. FEATURE EXTRACTION AND REPRESENTATION



tograms count occurrences of thresholded gradients in a

Image local part of the image. Before the HTOG is computed, the
I image colors and intensities are smoothed by the Gaussian
4 ¥ smoothing kernel. The smoothing kernel is used here to
Conert Convert reduce the effect of noise on the detection of color or
RGHBto HEW RGHBtoYIQ . . . o
intensity changes. Besides that, it is also used to set the
l l resolution or scale at which color and intensity changes are
L Extract detected. In our experiments, a 3x3 Gaussian kernel with
Componerts Components o = 1.0 is used to convolve all images. After that, the

\/ image is divided into 4 x 4 sub regions to capture the spatial

relationship between edge attributes. Then the gradiénts

Edge . . . .
Detection anddy are computed on each point in each region by using
l the following filters inx andy directions, respectively.
e 0 0 0 0O 0 0
0 1 —1{ {0 1 1

0 1 -1{|0 -1 -1

Fig. 4. The overall feature extraction process for computing edgesed T compute the magnitude and orientation of the gradient
on color and intensity perception. .
the following formulas are used:

m(x,y) = v/dy? + d?

h@stogram [18] Fo compute texture information. The edge O(x,y) = arctan(dy/dz)

histogram describes a non-homogeneous texture and capture _ ) _ ) )

a local spatial distribution of edges. Given an input image gvherem is the magnitudeg is the orientation of the gra-
a region, the image or region is divided into 4x4 overlappingient, anddy anddx are gradients in vertical and horizontal
blocks. directions, respectively.

The four mean values of the relevant color channel from In order to compute the histogram of occurrences of dif-
the sub-blocks are convolved (left multiplied) with the-fol ferent orientations, a certain threshold value is used lecse

lowing matrix with filter coefficients that represent diféet the strongest edges. In casgx,y)is below the threshold
edge detectors: (in our experiments set to 10), the edge is considered as
a weak response or noise rather than a strong edge and
- 1 -1 not counted. All®’'s which have a magnitude above the
1 1 -1 =1 threshold are selected and then quantized into N bins. In
V2 0 0 V-2 our experiments, N = 8 gave the best results. Finally, the
0 V2 —2 0 descriptor with 72 or 128 bins is constructed for the whole
2 =2 =2 2 region (consisting of 3x3 or 4x4 blocks). Each bin in the

The maximum of the most dominant edges is determindistogram represents the number of occurrences of edges tha
by comparing it with other edges’ strength. Then the maxlave a certain orientation. We chose several angular ranges
imum of these results is compared with a threshold. Th® recognize different structures of images and to enrieh th
edge strength is composed of six different edge types, j @emantic description of the edge information. We found two
horizontal, vertical, 45, 135, non-directional, and no-edge. @ngular ranges i.e., 180and 360 to be optimal in our
Finally, the descriptor with 80-bin and 240-bin histograims ~ dataset. An angular range of I8aps angles between 180
intensity and color, respectively, are constructed foritipat  @nd 360 to the range between 0 and 180 degrees. We named
image by excluding the no-edge information. We namete four resulting descriptors HB8Q;, HG.180:, HG_360
them as Ek: and EH- to represent the edge histogram withand HC13600.t0 represent the HTOG with intensity and
intensity and color, respectively. color, respectively.

C. Histograms of Threshold-oriented Gradients (HTOG) D. SIFT (Scale Invariant Feature Transform)

Shape is important to discriminate between objects. Local We also applied the SIFT descriptor proposed by Lowe
shape histograms are represented by edge orientations witfiL6] which constructs the histograms of gradient orieiotai
an image subregion quantized inkd bins. We model the computed around the points as the descriptor. The original
shape by first applying a Gaussian smoothing function o8IFT version uses an interest points detector to detecrgali
color and intensity signals, and then we compute orientatio locations which have certain repeatable properties. Inrash
by detecting the signal changes that are visible and sigmnific with this approach, we believe that using fixed partitioning
in a certain angular range. blocks gives a simpler method with the same or better
The histogram of oriented gradients descriptor [7] deperformance on our dataset. Furthermore, using this approa
scribes an image by a set of local histograms. These hidie spatial relationships between the SIFT features can be



represented more efficiently, i.e. we do not need clustering
Therefore, fixed regions without orientation alignment are Image
constructed over the image and instead of 'salient poinés’ w

compute the center of each region. .,,/’_"7,/ \‘\‘
[ IF]

To compute the descriptor, an input image (whole im- | | HEEH
vy ¥

age) is smoothed with the same smoothing function and

differentiated using the saméx and dy filters as in the A ¥ A4 A4
HTOG descriptor. Then the number of regions to construct -

the descriptor is generated corresponding to each level in L e e
the pyramid. After that, the center point of the region is

determined by dividing its width and height with 2. The
descriptor is then constructed by a circular region around e

the center point of the region. The circular region radius is [ combined probasility ouputs |
determined by taking thenin( width heighty \where width

and height are the sizes of the region. After that, the descri

tor breaks apart a window around the center point into 4x4 [ ctassification |

sub-blocks and calculates a gradient orientation histogra

whereby each gradient is weighted by its magnitude to better Fig. 5. The 2-layer stacking spatial dense pyramid classifier.

reflect strong orientations. Each histogram has 8 bins and in

total there are 128 bins per histogram for each region. Our

use of SIFT differs from the HTOG in the following ways: VI. EXPERIMENTS AND RESULTS

it uses a circular region instead of a rectangular block and i

does not use a threshold on the magnitude. In this way we

compute complementary fe_atures \_Nith SIFT and HTOG. chosen. The images should be common and familiar to
We also use(_j S”.:T d(.escnpt.ors W'th.f%hd 360 angular machine vision researchers, and therefore we used a well

ranges to enrich its visual information. We named therﬂnown dataset, i.e. Caltech-101. The dataset containsu&ri

8‘180.@’ &18(.)0’ .&360.0’ and 83600. o reprgsent thg SIFT image sizes and were categorized into 101 different classes

descriptors with intensity and color information, respesiy. In our experiment, only the first 20 classes were chosen for

V. TWO-LAYER STACKING SPATIAL DENSEPYRAMID evaluation due to computational restrictions. Each image i
CLASSIFIER the dataset consists of different sizes and contains difter
The two-layer stacking algorithm, which we have dis_view.points, which makes the recognition process more chal-
cussed in Section Il is based on each spatial level to gel@nging.
erate the probab|I|t_y outputs. Here we provide an alteveati A SVM Classifier
method that combines features at all levels from the same
descriptor. We modified the approach of Zhang et al. [8] We employ an SVM [24] to learn to classify the im-
for the following reasons: (1) Our method can combine th@ges. The one-vs-all approach is used to train and classify
best performing classifiers by combining global and locdmages in the Caltech-101 dataset. For the SVMs, we use
features at all levels. (2) Using the approach of Zhang doth Radial-Basis-Function (RBF) and linear kernels in the
al., a single classifier might be less efficient to discringna €xperiments and after that we compare them to get the best
different image classes, because it uses a smaller feat@fassification performance.
size. (3) Combining features at all levels from the same Initially, all attributes in the training and testing were
descriptor can be more discriminative, since it uses th@ormalized to the interval [-1,+1] by using this equation:
whole spatial pyramid that can cope with varying degrees
of spatial correspondences in the image. Fig. 5 shows our
new architecture. The normalization is used to avoid numerical difficulties
Similar to the 2-layer stacking spatial pyramid methodgduring the calculation and to make sure the largest values do
our method uses RBF kernels and the one-vs-all approachriot dominate the smaller ones. Besides that, by doing this
generate probability outputs from each descriptor. Suppothe matching of spatial information in the spatial pyransd i
that we have N image classes, then a support vector machivased on this range rather than simply on differences iminte
with a single descriptor gives N decision values and thus sty histograms. We did not use the fixed weighting scheme
N-dimensional space is created. When using M descriptofor the spatial pyramid classifier. Preliminary experingent
there are in total MxN probability values for the secondelay indicated that it did not improve the results.
SVM classifier. These values may give better distinctions We also need to find the SVM parameters C anthat
between images classes since the separate predictiorsvalperform best for the descriptors. To optimize the classifi-
of a first layer support vector classifier will give morecation performance, the kernel parameters were determined
accurate class probability values or outputs. by using the libsvm grid-search algorithm [14]. The C and

For our comparison between the different descriptors and
mbination algorithms, a variety of image classes were

' = (55;:"7:12) -1



~ values can be tried out exponentially to get the best
accuracy performance. Therefore, we tried the following

values {275,273,...,2%} and {2715,2713 .. 2} for C and

~ respectively. The values which gave the best accuracy

TABLE |

DIFFERENT DESCRIPTORS

THE AVERAGE CLASSIFICATION ACCURACY(MEAN AND SD) OF THE

performance are picked and used to train on the training set level 0 level 1 level 2 pyramid
. . L EHc 59.02£2.06 | 590.80£0.99 - 62.2051.43
We found in our experiments tha_t it is quite difficult to get  gn. 61.73:1.70 | 62.0741.82 . 64.07L2 14
the best C andy parameters to train the dataset. The main S.180; | 63.071.19 | 68.60:3.10 | 74.53£1.52 | 72.67:1.43
reason is that the dataset is unbalanced. Thus, we have t®-18% | 60.73:66.47 | 66.47:2.17 | 68.93:1.36 | 71.07-1.04
find the best ratio between positive and negative samples|oo38% | 6107203 | 66.07:128 | 7153174 | 65.40+2.61
Ind the best ralio between posilive and negative samples|l0s 3eq., | 60.93:1.80 | 62.80£0.50 | 64.00+0.97 | 66.40+2.29
get the optimum C ang values. In this case, we have tried HG.180; | 57.33:1.70 | 65.071.21 | 67.4742.45 | 70.13+2.53
two possibilities. The first experiment is to use an unbatanc | HG-18% | 56.40:2.76 | 67.27:1.52 | 64.80k2.07 | 69.13:1.98
dataset of 5% positive samples and 95% neqative samp|p&C-300 | 53.93:2.35 | 60.47:2.37 | 60.80:139 | 63.54:2.29
ataset or 5% positve P o negauv PIPPiG 360 | 50.53+62.13 | 62.33+1.43 | 62.33t1.85 | 65.53+2.84
and the second experiment is to use 50% positive samples

and 50% negative samples of similar shape appearance.
Besides the SVM parameters, the scaling factor to normalize
the features is another issue. The scaling factor influetiges the 20 classes of the Caltech-101 dataset. Finally, we tepor
classification performance [14]. We have tried two différenthe performance using mean and standard deviation to verify
scaling factors to determine the best min and max values féignificances of the obtained classification results.

scaling the training and testing datasets. The first experim

is to use 600 feature vectors and the second experiment
to use 300 feature vectors. After that, we scale all feature
vectors using these values. Similar to the above mentioned
problems, we also found that the spatial arrangement of
HTOG and the radius of SIFT descriptors influence the
image indexing performance. For the HTOG we have tried
two spatial arrangements which return 4x4 histograms and
3x3 histograms of 8 orientations. For the Sift descriptor we
have used two types of radius for each overlapping block i.e
min( width | heioht) gng /(width)2 4 (height)s \We report
only the results obtained with the best parameters below.
The indexing process takes some time and it depends on
the number of images, number of features used, and system
configuration. The time taken for optimization and training
was much longer for the spatial pyramid classifier than for
the 2-layer stacking methods.

Fig. 6. Image examples with ground truth for different groups nanzel-

B. Caltech-101 dataset
. ., _,cordion, airplane, anchor, ant, background, barrel, baBsaver, binocular,
The Caltech-101 is one of the most popular and wideljonsai, brain, brontosaurus, Buddha, butterfly, camerainca, car side,

used datasets to demonstrate the performance of objeg:-recceiling fan, cell phone and chair respectively.
nition systems [9]. It consists of 101 categories depicting
real world object images such as camera, airplanes, bonsai,
anchor, etc. In general, Caltech-101 contains a colleatifon
more than 1000 photos and about 31 to 800 images p(ér
category. In our experiments, we used the first 20 categoriesTable | shows the average classification accuracy and the
(in alphabetical category order) and a total of 20x30= 606tandard deviation of the different descriptors to classif
images for evaluation. These images are all in JPEG form@mbages using the RBF kernel. The results show that the
with medium resolution about 300 x 300 pixels and both iraverage classification accuracy for each descriptor is best
color and gray level representation. Fig. 6 shows the grourfdr level 1 from the 3 levels. Increasing the number of
truth for the 20 different classes we used of the Caltech-1Qévels in EH-, HG_180~, and HG36Q- from 1 to 2 made
dataset. classification performance much worse, so we do not report
We used the region of interest (ROI) taken from [3] fortheir results or use them in the pyramid. In this case, levels
our images. For evaluating the combination methods and teand 1 have sufficiently rich information to describe olgect
other single descriptors, we used 15 training and 15 testirapd perform better than the intensity based descriptors at
images for each image class. To compute the performandéese levels. Finally, the table shows that combining adldus
of the different methods, we choose 5 times different tragni levels in the pyramid often improves the performance of the
and test images randomly from a set of candidate images lirest single level.

Classification Results and Discussion



TABLE Il
THE AVERAGE CLASSIFICATION ACCURACY(MEAN AND SD)OF THE
DIFFERENT COMBINATION CLASSIFIERSM1=SPATIAL PYRAMID,
M2=TwO-LAYER STACKING SPATIAL PYRAMID, AND M3=TwoO-LAYER
STACKING SPATIAL DENSEPYRAMID

(2]

M1 M2 M3 [4]
RBF | 77.35E0.88 | 79.00EL.55 | 83.4GE3.03
Linear | 75.33t2.27 | 76.87:1.57 | 83.60£3.13

(5]

To compare the three combination methods i.e. spatialle]
pyramid, two-layer stacking spatial pyramid, and two-laye
stacking spatial dense pyramid, the same average classifi-
cation accuracy is computed using the same training anf
test sets. Table Il shows the overall image classification
performance of these methods using the SVM classifier. Ing]
this experiment, our novel two-layer stacking dense spatia
pyramid algorithms gave the best performance using bot
RBF and linear kernels and outperforms all other methods.
This is probably caused by the fewer values that need to
be combined, preventing overfitting, and the more accurate
probability values resulting from directly using the pyriaisy  [10]
Zhang's approach did not significantly outperform the naive
approach. [11]

VIl. CONCLUSION

In this paper, we have introduced a novel stacking SVl\ﬁz]
approach that combines many different features and differe
spatial resolutions. We reported a significant comparison
between this approach and existing spatial pyramid and wh
layer stacking SVMs, and our novel method significantly
outperforms the previous methods. Different texture and4l
shape descriptors, notably MPEG-7 edge histograms, SIFT
features, and histograms of oriented gradients are used [ig]
construct the SVM models. SIFT turned out to give the
best results, and the MPEG-7 edge histogram gave the WO{fg]
results. It is a bit remarkable that Zhang'’s stacking apgnoa
does not perform significantly better than the naive apgroac
Probably this is because particular features computedeat sé”
cific spatial resolution levels do not give very good results
so that they disturb the final performance. This problertis]
is circumvented by using the probability outputs from the
spatial pyramids like in our approach, since these values gfig
much more reliable.

There are several ways to extend this research. We are
currently working on creating stacking SVM classifiers withj2q)
more than 2 layers. For this, we will research how to build
the hierarchical SVM stacking layers to optimize the featurt?!
integration process. We also want to research other engembl
methods like majority voting and deep SVM architecture§?]
which we are currently developing. Finally, we want to
test the methods using more features and classes from {bg

Caltech-101 dataset.
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