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Abstract Practical reasoning is reasoning about what is to be done. A decision on what

to do may involve weighing the options open to an individual, taking into ac-

count dependencies on the actions of others, or complex collaborative decision-

making. The role of argument in practical reasoning is explored in this chapter,

both from a philosophical and computational perspective. In doing so, we dis-

cuss the use of computational systems in assisting people engaged in decision

making, and, in particular, we investigate practical reasoning as joint deliber-

ation between the human and decision support system. Such a system, it is

argued, facilitates research into the use of argumentation techniques in compu-

tational models of practical reasoning, and the use of computational models to

evaluate theories of practical reasoning.

3.1 Introduction

When faced with difficult decisions about what to do, decision makers ben-

efit from good advice. Good advice comes most reliably from advisors with

relevant expertise. As well, good advice has at least three other essential fea-

tures. First, the advice should be presented in a form which can be readily

understood by the decision maker. Second, there should be ready access to

both the information and the thinking that underpins the advice. Third, if deci-

sion making involves details which are at all unusual, the decision maker needs

to be able to discuss those details with their advisors.

Computer based systems are being increasingly used to assist people in de-

cision making. Such systems are known as decision support systems. As well

as the appropriate expertise, it is vital that decision support systems have the

three features above. As for the first, it has been pointed out that, “In order

for any beings, human or machine, to talk to each other, they must share the

same mental structures.” (Michie and Johnston, 1985, p. 72). Decision mak-

ing is field dependent. Advice must be presented in the appropriate conceptual

framework. Decision makers need advice to be given in terms which come

from the decision making domain. This requirement leads to the second fea-

ture, that the basis for advice should be clear. The basis includes not only

the information drawn on by an advisor, but also the reasoning which leads to

the specific advice about what to do. Reasoning about what to do is known

as practical reasoning. The third feature draws the decision maker into the

process, so the advice is not ‘over against’ the decision maker, authoritarian

rather than authoritative, final rather than part of a process. There needs to be

the possibility of joint deliberation about what should be done. If the decision

maker is involved, by supplying ‘local’ information, questioning the rationale

behind advice, and discovering the deeper reasons behind the advisor’s recom-

mendations, then the final decision will be more considered and more likely

correct.
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In this chapter we propose a theoretical basis and make general recommen-

dations for the design of decision support systems which have the three fea-

tures mentioned. In particular, we discuss the nature of practical reasoning,

the deliberative interaction between advisor and decision maker, and the re-

lated questions concerning sensible computer system implementation. There

is considerable expertise about practical reasoning in the general area of ar-

gumentation theory. Work in artificial intelligence will indicate the limits and

possibilities for implementation. We draw upon work in both argumentation

theory and artificial intelligence.

In the next section of this chapter we explore the rich and complex area of

practical reasoning, of the agents who do things, and of the variety of domains

in which decisions are taken. In section 3.3 we describe the variety of schemes

for rational argument, of demonstrative and dialogical argument, and of the

contexts of argument.

Section 3.4 is devoted to considerations about the actual processing of ma-

terial in producing advice. In section 3.5 we consider the resource constraints

under which such processing is performed. These two sections, 3.4 and 3.5,

bring us face to face with the reality of processing in actual machines. Sec-

tion 3.6 contains proposals for a wide ranging research programme about how

one might integrate moral considerations into advice.

In section 3.7 we argue for deliberative interaction between system and user

or users. There is a proposal about how deliberative interaction could be mod-

elled by formal deliberation dialogue. Overall, such deliberation would change

the advice coming from the decision support system, acknowledge the auton-

omy of the user, and facilitate deliberation amongst a group of users.

Section 3.8 sets out principles which should guide the building of an interac-

tive interface for any decision support system for practical reasoning. The con-

cern is for high-level principles rather than for details about computer screens,

speech recognition, or virtual reality interfaces. Section 3.9 contains proposals

for systematic feedback about the effectiveness of the decision support sys-

tem. This can be seen both as a way of revising the operation of the system

to improve it, and as a way of facilitating research into argumentation-based

decision support systems. A summary follows section 3.9.

3.2 Practical Reasoning

Practical reasoning is reasoning about what is to be done. Doing something

includes as the most elementary case (1) simple physical actions such as raising

an arm. More complex cases are (2) a series of simple actions and (3) adoption

of an intention to initiate a sequence of actions later (a plan, which may be

only partially elaborated at first). Plans may be logically complex, including

for example, disjunctions or conditions. (4) More general than a plan is a
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policy, which is the carrying out of a certain type of plan whenever specified

conditions obtain (e.g. whenever I want to walk across a street, do so only

when it is safe). More complex still are (5) cases where the agent is not an

individual human being but an organization of human beings — an academic

department, a municipal government, etc.

Actions of all these types include intentional omissions, i.e. deliberately not

(now or later) undertaking a certain physical action, defeating a resolution to

undertake some initiative, etc. Thus, generically, practical reasoning is reason-

ing directed to the adoption of a policy by some agent, where policies include

as limiting cases plans (policies adopted for just one occasion) and actions

(plans with only one component), and the agent adopting the policy may or

may not be identical to the set of individuals carrying out the reasoning.

Philosophers are interested in practical reasoning from two points of view:

explanation and guidance; for the distinction, see Raz’s (1978) introduction.

The explanatory interest leads them to consider such questions as whether a

Belief-Desire-Intention model is the correct explanation of intentional action,

whether reasons are causes, how akrasia (weakness of will) is possible, what

is the difference between akrasia and (possibly self-deceptive) hypocrisy, and

whether all reasoning-produced motivation is partly derivative from motiva-

tion already present in the reasoner (‘motivational internalism’). Although the

investigation of questions to do with explanation is sometimes relevant to ques-

tions related to guidance, and indeed it is sometimes difficult to tell whether a

given philosophical contribution is oriented to explanation or guidance, we will

focus on guidance-oriented questions — i.e. those which bear directly upon the

general issue of how an individual or group might, if it were rational, arrive at

and implement decisions about what to do.

A comprehensive guidance system for human action would assist any hu-

man being or group of human beings, given any situation, to decide what to

do in any given respect at any time, assuming possession of the required fac-

tual knowledge and other inputs. Such a system would fall under the general

category of a decision support system. The system we would be interested in

describing would be one in which the deep structure was based on argumenta-

tion and developed on the basis of argumentation theory.

Practical reasoning is often seen as domain-dependent reasoning. A deci-

sion support system for any given domain would have to take account of salient

features of the domain in which the reasoning takes place. A completely gen-

eral system would, therefore, have to ‘model the world’. Such modelling is

beyond the scope of this chapter. We would require, rather, that our decision

support system should give expression to high-quality practical reasoning in

each of the domains to which it is applied.

There are so many ways to engage in practical reasoning, and they interact

in such complex ways, that the task of formulating a comprehensive system
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is daunting. The underlying architecture for good practical reasoning will in

general be complex (in the ordinary sense which contrasts with simple, not in

the computer science sense of having a certain degree of difficulty).

Good practical reasoning is complex with respect to the argument schemes

it can use. Only in limited and well-defined domains of decision-making does

it make sense to use a single scheme of practical reasoning. An example of

such a limited, well-defined domain is a physician’s decision as to which drug

to prescribe for a given condition. The factors relevant to such a decision are

known, finite and in fact few: efficacy, side-effects, interaction with other drugs

being taken by the patient, contraindications, patient’s past experience with the

drug, cost, recommendations by authorities, local policy, whether a drug is pro-

prietary or generic (Fox and Das, 2000, p. 40). Given that only a small number

of drugs are possible candidates for a given condition, it is possible to list the

pros and cons for each candidate drug with respect to each relevant factor, to

arrange the candidates in a hierarchy of decreasing net number of supporting

considerations, and to present this information to the prescribing physician.

Contrast such a well-defined domain, in which the relevant considerations are

few and well-known, to decisions in less well-defined domains, such as the

decision of a high school student on what to do immediately after graduation,

a government decision on macroeconomic policy, or deciding how to manage

global temperature. There is no known limit to the number of considerations

that could be relevant, positively or negatively, to an individual or group mak-

ing such decisions. The goals in such a decision-making situation may be mul-

tiple and even conflicting. Further, some of the goals may be of questionable

validity, requiring scrutiny to see if they are rationally justified, for example in

terms of how well those affected by the decision will like the situation which

results if the goal is achieved: not everybody who gets what they want likes

what they get. Further, the goals may be unclear or incomplete, requiring clar-

ification or elicitation. There may be incomplete knowledge of the outcomes

of the various options under consideration, a situation which Hansson (1996)

refers to as ‘delimitation uncertainty’ and which is sometimes referred to in

artificial intelligence as ‘possibilistic risk’ (Krause et al., 1998) and so on.

Some idea of the complexity required for a comprehensive system for ra-

tional guidance for human decision-making can be gathered from John L. Pol-

lock’s computational architecture for an autonomous rational agent, which he

dubs OSCAR (Pollock, 1995, 1999).

Pollock’s model of practical rationality assumes a much richer psychology

than the belief-desire psychology which he traces back to David Hume (Pol-

lock, 1995, p. 33). Pollock (1995, pp. 12–35) argues that practical reasoning,

understood as having the function of making the world more to its posses-

sor’s liking, requires seven distinct types of states: beliefs, situation-likings,

feature-likings, intentions (construed as adoptions of plans), and three kinds of
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desires (primitive, instrumental, present-tense action). Token situation-likings

are feelings about how good the agent’s present situation is; they are the basic

starting-point for working out rationally how to make the world more likeable

for the agent. The agent also needs to know what features or combinations of

features are causally relevant to situations’ being liked or disliked. Although

such knowledge could in principle be acquired as a result of empirical investi-

gation, time and resource constraints dictate quicker methods, which in human

beings are provided by the ability to introspect whether they like or dislike an

imagined situation; since such an imagined situation is a type rather than a

token; such (dis)likings are feature-(dis)likings. In order to focus its planning

activities, a rational agent needs to adopt goals whose achievement it thinks

will make its situation more likeable; such an adopted goal is a primitive de-

sire. Humans also have primitive desires from built-in and conditioned opta-

tive dispositions, such as the disposition to want to eat when one feels hungry.

Adoption of goals can trigger planning, which can result in the adoption of

a plan, encoded as an intention. Since such adopted plans are often partial,

further planning can be required to execute them; such planning takes its start

from components of the partial plan which the agent must work out how to

realize, for which the agent has an instrumental desire. Finally, there must be

some state which actually initiates an action at a certain time, whether or not

this action is part of a previously adopted plan; such states are present-tense

action desires. (A computational support system for decisions will not need

such present-tense action desires, since it will not actually implement plans it

proposes.) Practical reasoning involving these states must obviously appeal to

beliefs about what is the case. Thus the belief-desire-intention model of practi-

cal reasoning (Wooldridge, 2000) is overly simple as a general account of good

practical reasoning, although its ease of implementation makes it acceptable in

applications where intentions and desires do not need rational scrutiny.

Pollock’s psychology is the basis of a complex and subtle computational

architecture for a rational agent, for whose construction much sophisticated

thinking and refinement of originally attractive but over-simple ideas was re-

quired. Complex as it is, Pollock’s OSCAR is incomplete in at least three

important respects. First, it is solipsistic, in the sense that there is no pro-

vision for verbal input from, or verbal output to, other autonomous rational

agents, still less for back-and-forth discussion, whether argumentative or non-

argumentative. Second, it is egoistic, in that the function of the entire system is

to make the world more to the liking of that system itself, without regard (ex-

cept instrumentally) to whether its actions make the world more or less to the

liking of other systems which have situation-likings and situation-dislikings;

morally speaking, Pollock’s OSCAR is a monster. Third, it is unsocial, in that

it does not (and cannot) belong to any group of autonomous rational agents

with governance structures for making decisions about the actions of the group;



Decision Support for Practical Reasoning 61

it is a citizen of no country, belongs to no professional associations, owns no

shares in any joint-stock company, has no immediate family, does not belong

to a recreational bridge-playing group, etc. A comprehensive system of ratio-

nal guidance for human action would have to remedy all three of these lacks.

In particular, it would have to include decision support systems for multi-agent

decision-making.1

Good practical reasoning is complex in another respect, namely with respect

to the number of types of argumentation schemes which are directly constitu-

tive of it. Walton (1996b), for example, lists 15 argumentation schemes which

always or sometimes involve practical reasoning to a conclusion about what

is to be done. An additional source of complexity in the application of these

schemes is that they give only defeasible support for a course of action whose

wisdom is always open to rebuttal on the basis of further information. We

discuss these and other argument schemes in the next section.

Further, practical reasoning typically includes as subordinate argumentation

a great deal of epistemic reasoning, directed at determining what to believe.

For example, deciding in an environmental risk assessment whether a proposed

expressway should be built, and if so under what constraints, will require de-

termining many facts about the present state of the area through which the

expressway is to be built, about the likely consequences of building it, and of

the way in which those consequences would be different if various changes

were made to the expressway design. In fact, Pollock claims that “the epis-

temic reasoning required by practical reasoning is probably much more com-

plicated than the structure of the practical reasoning itself” (Pollock, 1995, p.

265). Like Pollock, we will ignore in this chapter all the difficult questions

about epistemic reasoning which need to be answered as part of the computa-

tional implementation of a general theory of good practical reasoning, and will

simply note that they too must be part of the wider, relevant research agenda.

The complexity and openendedness of good practical reasoning are a power-

ful reason for restricting computational applications to decision support rather

than decision-making, and for building into such computational applications

user interfaces which display in an understandable way the reasoning by which

the program has arrived at its recommendations, allowing the user to ‘second-

guess’ and even alter the program. The need for informed and experienced

judgement in many situations of practical reasoning is another reason pointing

in the same direction.

1See Hitchcock (1999) for further discussion of Pollock’s theory of rationality.
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3.3 Argument Schemes and Defeasibility

There are patterns or schemes of argument which occur frequently in prac-

tical reasoning. We saw earlier that Walton (1996b), among others,2 has pro-

posed a list of 15 such schemes. They are said to be presumptively valid,

giving defeasible support for courses of action. A central question in the study

of practical reasoning is whether these, or any other patterns can be considered

as ‘practically valid’. One could say that a reasoning pattern is considered to

be practically valid if its application legitimately leads to plans and intentions

to act, and thus can be legitimately used to guide one’s behavior.3

In most theories of practical reasoning, it is assumed that such practically

valid reasoning patterns exist. (The one extreme exception is nihilism about

practical reasoning, according to which such patterns do not exist, and nei-

ther does practical reasoning (cf. Milgram, 2000).) For example, one type of

reasoning that is often accepted is means-end reasoning, in which plans and

intentions to act are selected because they serve one’s goals. For instance, the

intention to go out for a walk might be justified by the fact that it can fulfill

one’s desire to get some fresh air. Some practical reasoning is what one might

call ‘specification reasoning’, where one has a justified partial plan (e.g. to eat

lunch) and one specifies it (by deciding to have a ham and cheese on rye);

Richardson (1995) has explained in detail how a rational agent can use such

reasoning in deliberating even about a final end, i.e. a goal which the agent is

pursuing for its own sake and not for the sake of anything else.

Another argument scheme for practical reasoning subsumes a particular case

under a general principle; e.g., reasoning that I ought not to cross the road

right now because it is not safe to do so. Arguments from consequences reject

an option on the ground that its consequences are unacceptable. In various

contexts, reasoning about what to do may also involve reasoning from a verbal

classification, from commitment, from analogy, from precedent, from expert

opinion, and so forth.

One argumentation scheme concerns the weighing of the pros and cons with

respect to a certain plan or intention. Though this scheme is particularly rel-

evant for practical reasoning, since it often is the case that a plan or intention

has both favourable and unfavourable aspects, it is occasionally overlooked

2For other such lists see also Hastings (1963); Ehninger and Brockriede (1963); Wides and Hastings (1965);

Perelman and Olbrechts-Tyteca (1969); Kienpointner (1992); Grennan (1997). As Blair (1999b) points out,

these lists have a strongly ad hoc appearance. The schemes originate from a variety of sources, including

traditional rhetorical handbooks and works of literature; and there is often no theoretical argument for the

comprehensiveness of any proposed list of the adequacy of the proposed conditions that a given scheme

must meet. More work needs to be done on argumentation schemes.
3Obviously there are a lot of strings attached to the notion of practical validity, as defined here. We hope

that the definition here suffices as a first indication. Below, when the idea of defeasibility is discussed and in

the section about deliberation and dialogue (section 3.4), we briefly return to the notion of practical validity.
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(e.g., by both Walton (1996b) and Grennan (1997)). Naess’s (1966) work on

pro-et-contra and pro-aut-contra schemes is an early example of an analysis

of this kind of reasoning, though Naess is not particularly dealing with practi-

cal reasoning. Wellman (1971) also analyses this type of reasoning, and uses

the term conductive reasoning for it, in opposition to deductive and inductive

reasoning (cf. also section 3.5 below). Govier (1987, 1999) has further ana-

lyzed the notion of conductive reasoning. In these analyses, weighing is taken

mostly as a qualitative primitive. There is normally no calculus, e.g., in terms

of numbers or weights, that determines the result of weighing. An example

from a logically styled analysis of the weighing of reasons is Reason-Based

Logic, as initiated by Hage (1997) and further developed in cooperation with

Verheij (1996). In Reason Based Logic, the statement that certain pros out-

weigh certain cons is treated on a par with all other statements, and can be

derivable from a given set of premises. The only calculus built into the system

has for instance the effect that adding pros to a set of pros that already out-

weigh a fixed set of cons, does not change the result of weighing. Analyses

of legal case-based reasoning (e.g., Ashley, 1990) also contain ideas that are

related to the weighing of reasons.

Two points are striking when one consults lists of argumentation schemes, as

they have been proposed in the literature. The first is that the lists have a rather

ad hoc character. For instance, in Walton’s (1996b) book, there are schemes

dealing with a great variety of relevant topics, such as the consequences, one’s

commitment, expert opinion, analogy, and precedent. However, the ad hoc-

ness of the lists of argumentation schemes might be only apparent. What one

should look for is a principled basis for devising and testing the lists. Such a

principled basis can be found in criteria like empirical adequacy and expres-

siveness. According to the criterion of empirical adequacy, the schemes should

make explicit how practical reasoning goes on in a specific domain, like the law

or medicine. The criterion of expressiveness can be used to select argumen-

tation schemes in terms of which other schemes can be expressed. A braver

approach, and one with more fundamental consequences, would be to consider

the selection of the argumentation schemes to be itself a topic of practical rea-

soning: in order to determine what is to be done, one should also determine

which argumentation schemes can be used under the circumstances of the sit-

uation at hand (cf. McBurney and Parsons, 2001). For instance, the maximal

expected utility approach to decision-making is sometimes considered inap-

propriate for modelling risk averse decision making: an investment of 1000

Euros that gives a 1% chance on a return of a million Euros is supported by the

maximal expected utility approach, but may not be wanted if one does not ac-

cept the possible consequence of losing the investment. For another example,

in the law, it can occur that the parties disagree about the use of an argument

scheme, such as argument by analogy, which in some jurisdictions is generally
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not allowed in criminal cases. The debate may then focus on the acceptability

of this argument scheme.

This brave approach to the selection of argumentation schemes would re-

quire a rethinking of the basics of logic. It challenges the often uncritically

assumed primacy of logical semantics that serves as an external criterion to

determine the validity of argumentation schemes in terms of truth preserva-

tion. Current orthodoxy in classical logic holds that a form of argument is

valid if and only if it never leads from true premises to a false conclusion. If

one accepts that the validity of argumentation schemes depends at least in part

on the context (as suggested by the context dependent lists of argumentation

schemes), such an external criterion does not exist and logical semantics loses

its primary role (cf. Verheij, 1999c). Moreover it is commonly thought that the

truth preservation approach does not work for recommendations. For instance,

the suggestions given by the sort of guidance system we are considering may

not even have a truth value in the classical sense.

This brings us to the second striking point concerning the use of argumen-

tation schemes in models of practical reasoning: they are normally only pre-

sumptively (or defeasibly) valid, in the sense that the schemes do not always or

directly lead to their conclusion when the premises obtain. They merely lead to

the presumption that the conclusion of the scheme obtains when the premises

obtain. This presumption can be defeated in case there are certain exceptional

circumstances. The critical questions that can be asked with respect to argu-

mentation schemes, as they occur in the argumentation literature do not only

help to determine whether the conditions of the scheme are met, but also can be

regarded as ways to establish such exceptional circumstances.4 For instance,

critical questions that can be asked with respect to the scheme according to

which an action should be undertaken in case an expert advises one to do so,

are for instance: did the expert lack any relevant knowledge, and are there

experts with different, contradictory opinions? In both cases, a positive an-

swer indicates an exceptional circumstance that means that the presumptively

valid scheme should not be applied. Clearly, the circumstances can give rise to

different ‘standards’ for answering the critical questions. For instance, when

asking the way to the train station in Glasgow, one’s critical standards will dif-

4There are two ways of thinking about argumentation schemes and the role of critical questions. The first is

that argumentation schemes are types of reasoning, of which the presumptive validity in a particular situa-

tion is subsequently determined by answering some of the critical questions. On this descriptive conception,

argumentation schemes are not necessarily presumptively valid, since the presumption that the conclusion

is to be accepted follows only after establishing the answers to some of the critical questions (which ones

being a function of the particular situation). The second way, adopted above, has it that argumentation

schemes are indeed presumptively valid, but the presumptive validity can be defeated under exceptional cir-

cumstances, e.g., those that may be discovered by answering the critical questions. Whether one chooses the

first descriptive conception or the second normative conception may not have computational implications.
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fer from those when looking for medical advice concerning the simultaneous

use of possibly interacting drugs.

The idea of presumptive validity is in stark contrast with logic in its clas-

sical forms. For instance, the classical deduction rules, like Modus Ponens,

are presented as unconditionally valid. One might conclude from this that

computers — since they are ‘logical’ machines — are not built for the use of

presumptively valid argumentation schemes. However, though presumptively

valid schemes are computationally more difficult to compute than the schemes

of classical logic, artificial intelligence has provided several approaches that

enable reasoning on the basis of presumptively valid argumentation schemes.

Relevant notions are for instance the defeasible rules of inference, as they have

been formalized by Reiter (1980) in his non-monotonic logic of defaults rules

(cf. Gabbay et al., 1994), and the more recently developed logics of defeasible

argumentation, in which arguments can be defeated when they are attacked by

counterarguments (see, e.g., the overviews by Prakken and Vreeswijk (2002),

and Loui et al. (1997)). In defeasible argumentation, arguments do not under

all circumstances justify their conclusion, but can be defeated by counterargu-

ments. Here a game-theoretical approach has proven useful: an argument can

be considered as justifying when the proponent of the argument has a winning

strategy against attacks by the opponent (cf. in a different connection Hintikka

and Sandu (1997) on logical semantics in terms of games).

The distinction between classical validity and presumptive validity can be

made clearer by Pollock’s (1995, p. 199) contrast between warranted as op-

posed to justified conclusions. A conclusion (of practical or epistemic reason-

ing) is justified if and only if the reasoner has reasoned correctly up to the time

of reaching it. A conclusion is warranted if and only if reasoning which could

proceed without limit would reach a point where the conclusion was justified

and would never subsequently become unjustified just as a result of further

reasoning. The terminology is a useful way of marking a distinction which

is important for systems (like human beings and computers) with limited re-

sources for reasoning (cf. also section 3.6).

At all stages of computation, a system’s current conclusions are justified, in

Pollock’s sense. Only when (and in case of limited resources: if) computation

has been completed, the system’s conclusions would be warranted. Limited

resources may imply that warranted conclusions are never reached. An exam-

ple can be found in automated chess. Computers can find good chess moves

by searching large parts of the space of possible moves. A search of the whole

space would result in finding the best possible moves. Those moves would be

warranted in Pollock’s sense. Due to the enormous size of the space of chess

moves, it is impossible to search all of it within a reasonable time. Therefore

the moves found can only be justified in Pollock’s sense. Continued search

may always result in finding that another move is better. Interestingly, even the
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merely justified moves as found in today’s computer chess, result in grandmas-

ter level play.

In defeasible argumentation, the kinds of attacks between arguments that

can lead to argument defeat have been discussed. For instance, Pollock (1970,

1987, 1995) claims that there are two kinds: rebutting and undercutting de-

featers. A rebutting defeater is a defeating reason that pleads for a conclusion

opposite to the conclusion supported by the reason it attacks. An undercutting

defeater is a defeating reason that merely attacks the connection between the

attacked reason and its conclusion. In Verheij’s (1996; 1999a) CumulA model,

it is possible to distinguish types of defeat in terms of the structures of the argu-

ments involved in an attack. For instance, Pollock’s rebutting and undercutting

defeaters are step-type defeaters, since they involve single reason-conclusion

steps in arguments. Verheij also distinguishes sentence-type defeat, in which a

statement attacks another statement, and composite-type defeat, in which com-

posite argument structures are involved. Examples are defeat by sequential

weakening, according to which arguments can become defeated by contain-

ing an ever weakening series of steps, and defeat by parallel strengthening,

according to which an argument is defeated by an argument for the opposite

conclusion since the latter contains several accruing reasons for its conclusion.

Defeat by sequential weakening can be used in order to analyze the sorites

paradox, and defeat by parallel strengthening to analyze cases of accrual of

reasons, where a group of reasons for a conclusion outweigh reasons against,

while the reasons individually would not suffice. The discussion concerning

types of defeat is not yet completed. Pollock (1995) has for instance argued

against defeat by sequential weakening and by parallel strengthening.

3.4 Decision Calculi

A common form of reasoning about what to do is to weigh up the pros and

cons of a projected policy. A comprehensive exercise in such weighing would

take into account every consideration which is relevant, whether positively or

negatively, to the decision to be made; the right decision would be the one

which the various considerations on balance favour (Fox and Das, 2000). The

argumentation-based medical decision support systems developed at London’s

Imperial Cancer Research Fund (ICRF), for instance, typically provide a hu-

man decision-maker with a list of the arguments for and the arguments against

each suggested course of action (Krause et al., 1995; Fox and Thomson, 1998;

Carbogim et al., 2000). One such system, CAPSULE, a drug prescription ad-

vice system, provides the doctor using it with a list of suggested drugs for each

presented set of patient symptoms, along with arguments for and against the

use of each drug. One drug may be more efficacious than another, but may
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cost more or may interact with other drugs being taken by the patient. The

final decision as to which drug to prescribe is left to the doctor.

Arguments involving such reasoning have been variously called ‘good rea-

sons’ arguments, ‘balance-of-considerations’ arguments, ‘pros-and-cons’ ar-

guments and ‘conductive’ arguments. Such reasoning arises whenever no con-

sideration or combination of considerations is decisive one way or the other —

that is, when any accumulation of considerations supporting a certain decision

is subject to rebuttal by citing further considerations pointing in the opposite

direction.5 We could define such reasoning as reasoning based on considera-

tion of arguments for and arguments against each particular course of action,

where both premises and conclusions of the arguments concern a single prac-

tical reasoning decision problem. Such arguments may include the reasons

justifying or denying each action-option, their (positive or negative) conse-

quences, and/or the (qualitative or quantitative) costs and benefits of acting or

not acting according to each option. The complexity of the process of con-

sidering pertinent factors may vary. The ICRF drug prescription system, for

example, allows the doctor to evaluate the arguments listed by the system for

each prescription option in whatever manner he or she desires. Likewise, an

operationalisation of conductive reasoning exemplified by Dutch tort law on

liability in endangerment cases provides another example, involving a cen-

tral case on endangerment, the so-called trapdoor case (Netherlands Supreme

Court, November 5, 1965, NJ 1966, 136, in which someone fell into a café’s

basement because the trapdoor was left open by the supplier of soda drinks).

The case lists a number of considerations that must be considered when de-

ciding on the wrongfulness of endangerment. Among the considerations are

the difficulty of taking precautionary measures, the proportions of the possible

damages, and the chance that such damages occur. Though not prescribing

how the resulting factors need to be weighed, the trapdoor case narrows the

decision space that is open to the judge’s discretion. The process of reasoning

about the relevant considerations in order to reach a course of action may also

be more complex, and we discuss such decision calculi later in this section.

There are many open questions about this form of reasoning. What does it

mean to say that a consideration is relevant to a proposed policy? How does

one discover a consideration which is relevant to a proposed policy? This

question has received some attention from students of risk and decision. As

mentioned in section 3.2, for example, Hansson (1996), in a typology of un-

5Conductive reasoning occurs in support of a variety of types of conclusions, not just decisions or recom-

mendations to adopt a certain course of action or policy. In a recent defence against scepticism about the

very existence of conductive arguments, Govier (1999, pp. 160–166) includes among 10 quoted examples

some whose conclusions are, or are construed as, causal claims (that rape is not due to natural psychologi-

cal impulses, that punishment will render a criminal more morally sensitive, that the main beneficiaries of

programs to combat global warming will be developing countries).
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certainty in environmental risk decisions, called uncertainty arising from the

lack of complete knowledge of possible outcomes ‘Delimitation Uncertainty’,

and in the Artificial Intelligence community it is known as ‘Possibilistic Risk

Assessment’ (Krause et al., 1998; Fox, 1999). Further, given a proposed con-

sideration, how can one check whether it is relevant, positively or negatively?

Hitchcock has proposed a method of refutation by logical analogy of claims

to relevance of a consideration in conductive reasoning (Hitchcock, 1994). For

example, if someone argues that a patient should not be told that he has ter-

minal cancer, on the ground that telling him will upset him emotionally, one

might object that on that reasoning no teacher should give a student a failing

grade if doing so will upset the student emotionally. The person arguing for

concealment of a terminal cancer condition could reply that there are external

and generally accepted rules for determining when it is justified to give a stu-

dent a failing grade, but there are no such rules for determining when to tell

patients that they have terminal cancer.

These contrasting appeals to what is relevant show the difficulties with the

method of refutation by logical analogy. Even though this method may be

the best one can produce, it turns out to be quite difficult to show that any

proposed consideration (or issue) is not relevant. This is because the defender

of the relevance of a issue can always object to an analogy (which is being put

forward as an argument for the case that the issue is not relevant) by arguing

that there was an overriding issue in the analogue which explains the judgement

that the issue being considered in the present case was not relevant in that case.

How can one tell that one has exhausted all the relevant considerations, or

at least all those which are of sufficient weight to make a difference to one’s

overall judgement? How can one reconcile disagreements among different

individuals as to whether a given consideration is relevant? A recent study

in Britain of attitudes to Genetically-Modified foodstuffs, for example Stirling

and Mayer (1999) found irreconcilable differences in which issues different

experts — all rational, knowledgeable, co-operative and well-intentioned —

considered salient to public policy decisions on the issue, and in how much

weight each issue should be given. How can we cash out the metaphor of

weighing in a way which enables us to determine which policy the competing

considerations on balance favour? Is this form of reasoning best modelled in

terms of deciding whether or not to adopt a specified policy, or of choosing

among a number of specified options? If the latter, how does one assign each

consideration to each option? Stirling and Mayer (1999) use a quantitative

method of scoring different options on different criteria and then weighting

these according to an agreed relative weighting scheme, a method long used

for multiple-criteria decision-making in business. But such quantitative scores

and weights are, by their very nature, subjective and thus, in public policy

domains, highly contested.
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The literature in argumentation theory about conductive support is suspi-

cious of any attempt to produce a calculus which could be applied so as to gen-

erate a judgement by some sort of quantitative reasoning. Benjamin Franklin

proposed a rough-and-ready calculus of this sort in a letter to Joseph Priestly in

1772.6 At least one contemporary undergraduate textbook in critical thinking

(Ennis, 1996) has incorporated the ‘Ben Franklin method’, with lots of caveats,

as an informal approach to decision-making of this sort. The method, as de-

scribed by Ennis, involves listing the pros and cons in opposite columns and

crossing out competing considerations judged to be of roughly similar weight;

sometimes, for example, two pro considerations might be judged to be jointly

of equal weight to one con consideration. When all the considerations on one

side are crossed out, and some considerations remain uncrossed out on the

other side, the latter side is the one to adopt. A weakness in applying this

rough-and-ready approach is a poverty of imagination and lack of background

knowledge required to generate a full enough range and detail of competing

considerations.

The most widely-taught calculus for decisions under uncertainty is classi-

cal decision theory (e.g. von Neumann and Morgenstern, 1944; Raiffa, 1968),

which first identifies a range of decision options and possible states of nature

(scenarios), identifies outcomes for each option under each scenario and then

assigns quantitative probabilities to these scenarios and utilities (or consequen-

tial losses) to the outcomes.7 A decision rule is then used to choose between

different outcomes on the basis of the probabilities and utilities. Which deci-

sion rule is used may depend upon the degree of risk aversion of the decision-

maker. Classical decision theory generally uses the rule which selects that

option with the maximum expected utility, where the expected utility of an op-

tion is defined as the total utilities summed across all the scenarios weighted

by the probability of each scenario.

There are many criticisms that have been made of this approach. Firstly, one

has to define and agree possible decision options and states of nature, and this

may be problematic. The possibilistic risk discussion in Artificial Intelligence,

mentioned above, has arisen in response to this issue. Secondly, there is good

reason to be sceptical about the possibility of measuring the well-being of an

individual in terms of cardinal utilities, and even more so for groups of people.

A careful discussion of the difficulties can be found in (Pollock, 1995, pp. 14–

18), whose theory of rational agency requires that agents can assign a cardinal

measure to token situation-likings, in order to be able to calculate the expected

likeability of a situation type. His route to this cardinal measure assumes that

6Vermaak (1999, p. 829) mentions this letter.
7Decision theory is often attributed to von Neumann and Morgenstern (1944), although earlier work in this

vein was published by Neyman and Pearson (1928), Abraham Wald and Von Neumann himself.
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human beings can consider preferences among four situations (e.g. having a

preference ordering b ≻ a ≻ d ≻ c), that certain ‘reasonable assumptions’

hold of the binary preference relation, ≻, and of the set of possible situation

tokens, and that there are constraints on the preference ordering which guar-

antee the existence of a cardinal measure. The complexity and tenuousness of

these assumptions illustrate the difficulties in the way of applying classical de-

cision theory under risk to human decision-making. Page (1978), for instance,

noted that in domains of environmental risk assessment, the consequences of

different regulatory options may so differ in the populations impacted, and

in the likelihood, timing, duration, magnitude, extent and severity of impact,

that meaningful comparison of (negative) utilities between options becomes

in practice impossible. Thirdly, in many real-world domains it is not possible

to assign quantitative probabilities or utilities, or it may only be possible to

do so on assumptions which are contested. This is typically the case in deci-

sions involving more than one participant, especially public policy decisions,

where agreement between stakeholders on probabilities and utilities is rarely

achievable.8 Hansson (1999) noted that the difficulty of reaching agreement

on probabilities of scenarios in public policy decisions often leads regulators

and decision-makers to focus on that single possible scenario judged to have

the highest probability of occurrence, to the exclusion of all other possibilities

and to the potential detriment of the decision. On the other hand, there is some

tendency among political activists to focus on the worst-consequence scenario.

For these contrasting reasons, practitioners of scenario-planning techniques in

the business world often oppose the assignment of probabilities to decision sce-

narios.9 A fourth difficulty arises with the maximum expected utility decision

rule used in classical decision theory. The claimed superiority of the theory

over alternative approaches is usually based on considerations of the asymp-

totic performance of this rule.10 However, this rule is essentially an average

(albeit weighted by probabilities), and, as such, it is not necessarily robust

against small deviations in the probabilities or utilities used in its calculation

(Huber, 1981). Small errors or changes in the input probabilities or utilities

may lead to large changes at the other end — i.e. very different suggested de-

cisions. For example, Banerjee and Sen (2002) have shown that a different

rule is superior to the maximum expected utility rule for agents contemplating

partnerships where the number of interactions with potential partners is finite,

small and known in advance. The theory does countenance the use of other

8Jamieson (1996) has observed that stakeholders in public policy decisions may also have political reasons

to establish scientific and other uncertainties and to resist their resolution.
9See the discussion on the Internet at The Global Business Network (www.gbn.com).
10In other words, a decision-maker using the maximum expected utility rule will always eventually outper-

form a decision-maker using any other rule, in an infinite sequence of repeated decisions made using the

rules.



Decision Support for Practical Reasoning 71

rules which may be more robust, such as those which accord with higher de-

grees of risk aversion (e.g. choosing that action with the least-worst possible

outcome), although such rules may not have the asymptotic properties of the

maximum expected utility rule. However, once again, the challenge of finding

interpersonal agreement arises, as different people demonstrably have different

degrees of risk aversion. The recent debate in the environmental risk domain

over the use of the Precautionary Principle is evidence of these differences be-

coming manifest in public policy decision-making (Hansson, 1999; Millstone

et al., 1999; Sandin, 1999).

It is possible to adapt classical decision theory to a Bayesian perspective

(Raiffa, 1968; Lindley, 1985), where probabilities are treated as subjective.

This approach merely reinforces the difficulties mentioned above of reach-

ing inter-personal agreement in any business or public policy decision con-

text. Moreover, when applied to group decision-making, Bayesian decision

theory has been shown to be incoherent, in the sense that the decision option

suggested by the theory may be not the option preferred by every participant

(Seidenfeld et al., 1989). An associated issue is the fact that human decision-

makers typically do not conform to classical normative models of decision-

making, whether Bayesian or otherwise (Nisbett and Ross, 1980; Kahneman

et al., 1982; Schneider, 1998). Such human decision-making is not necessarily

irrational, but may be a rational response to limited computational or other re-

sources, and/or limited time in which to make a decision. Moreover, as Rehg

(1997) has demonstrated, it can be rational for human decision-makers to in-

corporate rhetorical elements, such as arguments from authority or epideictic

arguments (e.g. arguments made for show), into a decision. A key question

then confronting designers of decision support systems will be to what ex-

tent the systems support the decision-making styles of the person or team (or

agent) taking the decision, possibly in contravention of normative models of

decision-making (McBurney et al., 1999).

Driven by the practical difficulties of implementation of classical decision

theory, researchers in Artificial Intelligence have sought practical means of

eliciting probabilities (van der Gaag et al., 1999) and utilities (Boutilier et al.,

1997; Ha and Haddawy, 1997), work which has a counterpart in the earlier

development by applied marketing theorists of techniques for preference elici-

tation in purchase decision contexts (e.g. via conjoint analysis, as in Green and

Krieger (1993)). A second approach within Artificial Intelligence has been the

development of qualitative approaches to decision calculi, including the use of

logics of argumentation (see Parsons (2000) for a review). Fox and Parsons

(1998), for example, propose a decision logic which explicitly represents the

argument for a possible action along with the action, and the decision-maker

may assign a value-label to this pair. However, this logic only requires the

value-labels to be elements of a qualitative dictionary (e.g. {‘positive’, ‘neg-
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ative’}), rather than numerical utilities or losses. The development of such

qualitative decision calculi is still in its early days, and we agree with Vermaak

(1999) who states that the question of evaluation of conductive arguments is

the outstanding research problem in this area.

If successful, this development of novel theories of qualitative decision-

making on the basis of lessons learnt in applications will repeat the experi-

ence of Artificial Intelligence in applying probability theory, an experience

which has led to the development of non-probability uncertainty formalisms

(Hunter and Parsons, 1998). We believe the same potential exists to extend ar-

gumentation theory in the process of developing operational decision support

systems using argumentation. An obvious example will be the development

of argumentation frameworks for deliberative dialogues, which are still to be

developed.

Finally, it seems that weighing up the pros and cons involves a great deal

of sensitivity to the particular decision-making situation, a great deal of back-

ground knowledge about potential consequences of possible courses of action

(or policies) in that situation, the ability to entertain imaginatively and appreci-

ate emotionally what these consequences would be like, and the extent to which

they would be likely to occur, and considerable judgement. For decision-

problems involving multiple stakeholders, interpersonal agreement on all these

issues is a further requirement for practical decision-making. Thus computa-

tional modelling of this form of reasoning presents real challenges, both to

argumentation and decision theory and to computer science.

3.5 Reasoning Under Resource Constraints

A key issue for real-world decision making and for guidance systems de-

signed to assist such decision-making is the fact of limited resources, both of

computational resources and of time. There are two aspects to this issue: re-

source limitations as part of the practical reasoning problem, for example, the

allocation of limited medical treatment resources to competing patients, and

resource limitations within the guidance system itself, for example, constraints

on the time within which a course of action must be suggested. The former

aspect can be included as part of the domain model which is a necessary part

of the task of designing effective guidance systems, and so is not further dis-

cussed here. The latter aspect — constraints on the operations of the guidance

system — can involve constraints on the input data available for processing, on

the processing and computational power available, and on the time permitted

for processing.

Such operational constraints were an early concern by one of the founders

of Artificial Intelligence, Herbert Simon, and, within the discipline, the issue

has received sporadic attention since then. Arguably, Simon’s key notion was
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that of satisficing, that is of finding a solution to a problem which is good

enough, rather than optimal (Simon, 1982). It is interesting that the two dis-

ciplines which have arguably devoted the most attention to the question of

reasoning under resource constraints — Artificial Intelligence and marketing

— both confront practical problems of modelling human rationality without

the luxury of only theorising. Much of the focus of marketing theory over the

past thirty years has been the development of realistic and testable models of

consumer decision-making. An early observation was that most consumers in

most purchase decision situations do not consider all the alternatives open to

them, but only a subset of these. They do so because they typically face non-

zero costs of thinking and often time constraints in purchase decisions. This

subset is called the Consideration Set by marketers (Lilien et al., 1992), and

sophisticated quantitative models have been developed and tested to predict

the selection of products or brands into the set, and, once inside, the evalua-

tion of its elements to choose a particular one to purchase. Damasio (1994)

has argued that such behavior by consumers can be understood in terms of an

emotions-based model of reasoning and is a necessary part of being human.

Within Artificial Intelligence, Russell and collaborators (Russell and We-

fald, 1991; Russell and Subramanian, 1995) developed models for decision-

making under resource constraints using modifications of maximum-expected

utility approaches, with a decision-maker repeatedly re-assessing the costs and

benefits of acting now versus undertaking further deliberation. Perhaps be-

cause of the difficulties in calibrating the models involved, widespread imple-

mentation of these approaches has not occurred in Artificial Intelligence (see

Schut and Wooldridge (2001) for a review). As discussed in the Artificial In-

telligence community, this issue is related to that of intention reconsideration -

the question of whether, when and how often to reconsider one’s intentions or

goals. This has been a concern of philosophers of action and intention (Brat-

man, 1987, 1999) and of the agent-design community (Wooldridge and Par-

sons, 1998; Schut and Wooldridge, 2000), especially within the Belief-Desire-

Intention (BDI) paradigm. Within the latter, appropriate operationalisation of

these ideas is still at an early stage of research development.

Interestingly, dialectical argumentation may provide a means to address the

problem of limited resources. If one thinks of group decision making, one

need not address all conceivable counter-arguments to a claim (e.g. all those

based on conflicts of interest), but argumentation and deliberation may be lim-

ited to only those counter-arguments raised in the debate. In this way, a more

efficient use of resources can result, since one can quickly focus on the extant

differences of opinion instead of on all possible differences. In cases where in-

formation is lacking, one can do as well as possible by arguing on the basis of

only that information which is available. This approach to argumentation has

received some attention within the Artificial Intelligence community, for ex-
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ample in the work of Loui (1998) and Vreeswijk (1997), and we believe it has

considerable further potential in applications intended for practical reasoning.

A related question for implementation of effective decision support systems

will be that of the computational complexity of any decision calculi and infer-

ence algorithms used within the systems. Recent work in Artificial Intelligence

has addressed the issue of the complexity of different classes of acceptable

arguments arising from the Toulmin (1958) argumentation scheme (Parsons

et al., 2002), and similar analyses will be necessary for the argumentation en-

gines of the practical reasoning systems discussed here.

3.6 Integration of Moral Considerations

An outstanding problem in developing a comprehensive theory of good

practical reasoning is how to integrate moral considerations into an overall the-

ory. One approach, worked out in an influential book by Gauthier (1986) and

explored further with computational modelling by Danielson (1992, 1998), is

to account for the evolution of morality among initially purely self-regarding

individuals through a kind of ‘social contract’ of the sort originally postulated

by Thucydides and other thinkers of the classical period in ancient Greece (cf.

Plato’s Republic II.358e-359b), then taken up in the modern period by Hobbes

and other thinkers in the social contract tradition. Much interesting work has

been done in working out the implications of various assumptions about the

starting-point for the kind of morality that arises from practical reasoning it-

erated through generations. The results of this work may however reveal the

limitations of a contractualist understanding of morality. Since it is a paradigm

of moral evil to take sadistic pleasure in torturing non-human animals, an ade-

quate moral theory must imply a robust condemnation of such a practice. But

‘morals by agreement’ can base condemnation of cruelty to animals only on the

slender reed of offence to the feelings of some of the contracting humans, since

non-human animals cannot themselves enter into contracts; cruelty practised

beyond the ken of oddly sensitive human beings must therefore be morally

unexceptionable on a contractualist account. A contractualist approach is one

way to deal with the self-defeating character of purely self-regarding practical

reasoning, as revealed by non-constant-sum games like the prisoner’s dilemma.

But it produces a truncated morality.

If one seeks to graft morality on to a system of practical reasoning which

is directed at making the world more to the liking of the agent and those for

whom the agent personally cares, then the first question will be what sort of

morality to graft. Roughly speaking, contemporary moral theories divide into

three main types: consequence-based, rule-based, and virtue-based.

Consequence-based theories seek to justify all moral claims by appeal to the

consequences of abiding by them. For example, Singer’s (1979) principle of
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the equal consideration of interests enjoins that a morally responsible agent act

in each situation in a way likely to maximise the equally weighted interests all

those affected by the agent’s decisions, including non-human animals.

Rule-based theories are motivated by objections to purely consequence-

based theories, that they countenance injustices for the sake of the general

good (e.g. punishing an innocent person as an example to the rest) and that

they give implausibly indirect rationales for such past-directed obligations as

keeping contractual commitments and reciprocating past favours. Although

rule-based theories can incorporate consequentialist principles as part of an

overall moral theory, they are distinguished from consequence-based theories

in that they assign moral status to certain types of actions independently of their

consequences; a good example of such a rule-based theory is that of Frankena

(1987).

Highly general consequence-based and rule-based moral theories turn out to

have implausible implications in particular situations, or to be difficult to apply

at all, for example because they are too defeasible to be useful. Such problems

have led to an explosion of philosophical interest in virtue-based moral theo-

ries, which give priority to the judgement which moral agents develop through

a combination of skill and experience; a big stimulus to this interest was McIn-

tyre’s (1985). Recent philosophical work in practical ethics has also exposed

the limitations of top-down moral theorising which starts from highly general

abstract principles.

At least two recent moral theories, however, seem to combine generality

with a precision which allows application to particular situations, and thus

computational application. Routley and Routley (1980)11 identify concentric

spheres of items of moral considerability, with a different type of moral respon-

sibility corresponding to each sphere. Individuals with whom one can enter

into contracts form the class represented by the innermost sphere; to them one

can have obligations. Sentient creatures form a wider class. And so on, up to

items like species and wilderness areas. Gert (1998) understands morality to be

an informal public system by which the behaviour of moral agents is regulated;

he has articulated what he takes to be the core of morality so understood which

any rational agent must accept. His theory, which differs both from standard

consequence-based and from standard rule-based theories, includes a list of ten

moral rules, a set of moral ideals, and a conception of moral virtues.

In our opinion, it is an important problem to explore computationally the

results of incorporating moral theories of these various types into systems for

practical reasoning.12 Integration of a comprehensive moral theory into a com-

11Later they wrote under the names Richard Sylvan and Val Plumwood.
12Note that, with the development of multi-agent systems, issues of trust and obligation between interacting

software agents have assumed increasing prominence, especially in e-commerce applications. Such ideas
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putational model of practical reasoning would not be simply a matter of impos-

ing absolute prohibitions on policies which violate moral requirements, since

in most sophisticated contemporary moral theories general moral principles

are not absolute but defeasible. Further, they can be defeated not only by other

moral principles which bear on a particular situation but also by non-moral,

prudential considerations; for example, we take killing in justified self-defence

to be an exception to the strong general prohibition against killing other human

beings. Less sharply defined moral responsibilities, such as the responsibility

of human beings to preserve and enhance biodiversity on earth, are even more

obviously defeasible.

A particularly difficult problem is how to provide for discussion of intrinsi-

cally conflicting values in group decision-making, especially when the values

are moral values. In extreme cases, a party to the discussion may refuse to en-

tertain a fundamental question as a subject for discussion, because of a strong

and inflexible attachment to a certain position on the question. This is one ver-

sion of the problem of ‘deep disagreement’. Some theorists, such as Ackerman

(1989), recommend that, in cases where two people differ on some dimension

of the moral truth, they should say nothing in their conversation with one an-

other about what divides them. To this recommendation of ‘conversational

constraint’, Vermaak (1999) replies that such constraint is undesirable and un-

necessary in what Kant called ‘public argument’, i.e. argument addressed to

the world at large rather than to an audience restricted by role or function, and

that unrestrained argument is the best way to handle deep disagreement. He

cites a ‘very promising’ account of deep disagreement by Richardson (1995),

in which Richardson adds to the list of obvious barriers to overcoming deep

disagreement (stupidity, ignorance, obstinacy, arrogance, bias, prejudice) bar-

riers requiring more effort to identify and remove, which are due to the facts

that “(1) much learning is tacit, (2) much of what is learned is seen as a pri-

ori or definitional, and (3) inculcation of a form of life or a set of specialised

practices typically takes for granted a rough characterization of the ends that

are treated as final within that endeavour” (Richardson, 1995, p. 260) quoted

in Vermaak (1999, p. 832). It is a challenge to provide computationally for

dialogue directed at removing such barriers. In such interactive situations, de-

cisions could be made more effectively if there were some well established

form of interactive deliberation. We turn to this in the next section.

may be implemented through the use of deontic logics, as outlined for example in the recent collection of

McNamara and Prakken (1998). These approaches may provide exemplars for the operationalisation of the

moral considerations discussed in this section.
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3.7 Deliberation Dialogue

Up to now, we have been speaking about practical reasoning as if it were

carried on by a single individual thinking out what is to be done. But prac-

tical reasoning occurs also in interpersonal conversation, in what Walton and

Krabbe (1995) call a deliberation dialogue. This is a form of interactive rea-

soning. A comprehensive computational approach to argument-based practical

reasoning must obviously include theorising about such interactive reasoning,

both for its own sake and for the sake of providing computational support to

groups making decisions.

Hamblin’s (1970) ground breaking work in formal dialectic initiated much

of the modern study of interactive reasoning (see Rescher (1977) on dialec-

tics, Lorenzen and Lorenz (1978) on dialogical approaches to logic, Barth and

Krabbe (1982) on formal dialectics and van Eemeren and Grootendorst (1984,

1992) on pragma-dialectics). Most of the research that has followed Hamblin’s

original work has concentrated on what Walton and Krabbe (1995) call ‘per-

suasion dialogues’, i.e., dialogues in which one party tries to get the other to

accept a thesis or, conversely, the other party tries to refute the first party’s

thesis. The thesis in question in a given discussion may be a factual claim

about what to believe, or a claim about what is to be done formulated as an

indicative sentence (e.g. that a certain course of action is best). For examples

of the latter type of thesis, see Walton and Krabbe (1995) and van Eemeren

and Grootendorst’s (1992) ‘incitative propositions’. Persuasion dialogues are

distinctive in requiring at least one party to advance a thesis at the beginning;

initially open dialogues, whether about what to believe (inquiry dialogues) or

what to do (deliberation dialogues), differ in this respect.13

Although there are already quasi-formal systems for deliberation dialogues,

in the shape of such rules for parliamentary procedure as Robert et al.’s (1970)

and Bourinot’s (1995), to the best of our knowledge there are no formal sys-

tems of such openended deliberation dialogue analogous to the formal systems

of persuasion dialogue referred to above. The study of deliberation dialogues

has received increasing attention both in argumentation theory and computa-

tional models of argumentation (Walton, 1999; Hage et al., 1994; Prakken and

Sartor, 1996). Deliberation dialogues typically do not begin with one partic-

ipant proposing a course of action, which must then be justified to the rest.

More commonly, the question of what to do is open at the beginning of the

discussion. The question might be: Where shall we go for lunch? Or: What

targets should we adopt for reduction of greenhouse gas emissions?

To the best of our knowledge, there are no formal systems of such open-

ended deliberation dialogue analogous to the formal systems of persuasion di-

13For a taxonomy of dialogue types see section 2.4 and Walton and Krabbe (1995).
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alogue referred to above. Some hints as to the structure of a formal system for

deliberation dialogue can perhaps be gathered from Hitchcock (1991). There

are 18 principles mentioned in Hitchcock, principles to be incorporated in a

formal system for inquiry dialogue, i.e. dialogue about what to believe with re-

spect to an open question. They make sense for formal systems of deliberation

dialogue, including in particular externalisation (formulation of rules in terms

of observable linguistic behaviour), mutuality (nothing becoming a commit-

ment of any participant until all accept it), orderliness (permissible locutions

in a turn opening up at most one choice-point for the other interlocutor), stag-

ing (division of the dialogue into an invariant sequence of stages), logical plu-

ralism, rule-consistency, realism, retraceability, provision for data collection,

tentativeness, tracking and allocation of burden of proof.

The Risk Agora of McBurney and Parsons (2000), although it is a formal

system for persuasion dialogue, also provides a helpful parallel, in that it ac-

commodates discussion of what rules of inference or argument schemes to use.

The dialogical approach can give insight into the central relevance of spec-

ification in practical reasoning (Bratman, 1987, 1999; Richardson, 1995). Es-

pecially Bratman stressed that practical reasoning does not merely consist in

selecting actions as they serve fixed goals, but involves specification of plans

and ends. Often one’s ends are not sufficiently precise to determine one’s ac-

tions. For instance, if one wants to plan what to do on Saturday afternoon, there

can be conflicting ends (like cutting the grass and going to the grocery store),

and there are many ways to further specify these. The problem then is to reach

a specification of possible plans and their relation to one’s ends. Richardson

has argued that such specification can in the end lead to the resolution of the

initial conflicts. The dialogical approach provides a natural setting in which

such specification takes place: specification occurs in response to the conflicts

or underspecification as it arises in a discussion, either internally in oneself,

or externally interacting with others. Similarly, it provides a starting point to

address the problem of the reconsideration of plans, as stressed by Bratman.

Plans tend to be relatively stable, which makes sense since otherwise the ra-

tional planning might take too much time in relation to the ends served. In

decision support systems, one speaks of the necessity of real time operation.

One can think of the exaggerated example of an uncontrollable plane going

down while the pilot’s decision support system asks to wait a minute since it is

busy computing its advice.

A related issue has been raised by Wohlrapp (1995, 1998), and goes by the

name of retroflexive argumentation. In retroflexive argumentation, given a het-

erogeneous group of considerations, a common ground is interactively sought

by going back and forth between premises and conclusion while allowing

changes to both of them. He illustrates the sort of dialogically situated frame

confrontation, frame shifting and frame unification he has in mind through a
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couple of examples. It is an interesting question whether one could model com-

putationally the sort of back-and-forth retroflexive argumentation/discussion

recommended by Wohlrapp (1995, 1998). In some applications (e.g. Mengel,

1999), retroflexive discussion operates much like the search for a so-called

‘reflective equilibrium’ (Goodman, 1954; Rawls, 1971) between intuitively

appealing general principles and intuitively appealing considered judgements

about particular cases.

Dialectical argumentation has recently begun to be applied in the design of

multi-agent systems, where a group of intelligent software agents interact to

achieve some common or separate goals. Parsons et al. (1998) proposed an

argumentation framework to model negotiation dialogues between two agents,

collaborating to achieve possibly-separate objectives which cannot be achieved

without support or resources from each other. Subsequent work in the same

vein, such as that of Amgoud and her collaborators (Amgoud et al., 2000; Am-

goud and Perrussel, 2000) has explored more general argument frameworks,

including persuasion dialogues and dialogues over differing preferences. How-

ever, to our knowledge, no work in agent design has used a formal model of

a deliberation dialogue, although systems such as Loui et al.’s (1997) Room

5, the Zeno System (Gordon and Karacapilidis, 1997), and the Risk Agora of

McBurney and Parsons (2000) seek to support human deliberations in (respec-

tively) law, land-use planning and environmental regulation. Verheij’s (1999b)

ArguMed is called a system for automated argument assistance, and is meant

for individual users as a tool for drafting and analysing their argumentation.

Aakhus (1999) has made critical remarks about the design of this kind of prod-

uct. We consider that there is an urgent need to develop a general theoretical

framework for formal systems of deliberation dialogue.

A point of attention with the kind of guidance systems under discussion

involves the respect for and enhancement of the user’s (or users’) autonomy.

There are many pitfalls. Automated systems tend to be attributed authority

uncritically. Also persistent use of such a system can lead to insensitivity to

the system’s peculiarities.

3.8 Interface Design

It is vital that any decision support system should be constructed in accor-

dance with the principle that it is to give advice to people in a way that facil-

itates the consideration of the advice. Annoying and difficult features of the

human to system interface could defeat the whole point of the system. One can

also think of the effects of the (in)directness of communication. For instance,

saying ‘Step aside!’ as opposed to ‘Excuse me’ invokes different reactions

from the one addressed.
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As long ago as 1985 the importance of interface design was discussed in

Michie and Johnston (1985, pp. 56–75). There is an excellent discussion which

is as timely now as it was then. They take a series of cases where the behaviour

of machine systems baffles and defeats human efforts to solve problems rang-

ing from the Three Mile Island disaster to the machine defeat of chess Masters.

The machine systems are not always computer systems. But they all have in-

formation interfaces with human users, and the designers seemed not to have

had the slightest understanding of human reactions to the information flows

presented by these systems, information flows which were intended to support

decision making, but which did precisely the reverse.

From their discussion it follows that there are at least four important aspects

of good interface design. These apply to the decision support systems we have

been discussing. It is possible that the interface will have to be different from

domain to domain in order to conform to the principles we discuss below.

1 The rhetoric of guidance presentation should be appropriate for the au-

dience. The advice presentation should encourage the audience to take

notice and to focus on the important and salient issues. The presentation

should neither confuse the audience with detail nor drive it up the wall

with dysfunctional operation. The advice should be posed in such a way

that final decisions are clearly left to people.

One way of doing this is to open up various options for action, but not

too many options. For example, some decision-making situations are

best conceptualised in terms of a matrix whose rows are options (alter-

native plans, which may be partial), whose columns are (really possible)

states of the world which affect the outcome of each option, and whose

cells are the outcomes for each option-state combination. Some rules of

thumb for human decision-making are:

(a) Make sure that your options are mutually exclusive.

(b) Restrict yourself to at most 3 or 4 options.

(c) Options do not have to be jointly exhaustive.

(d) The options should include what strike you initially as the most

promising.

(e) The states should be mutually exclusive and jointly exhaustive.

(f) Find out as much as you need about the outcome in each option-

state combination.

(g) Do as much as is reasonable to check the quality of your informa-

tion.

(h) It is often enough just to have a rough rating or ranking of the

outcomes.
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(i) If none of the options seems to have a satisfactory outcome, rethink

your options.

(j) If you still don’t like any of the options, consider delaying your

decision.

(k) If one option strikes you as clearly satisfactory, choose it.

The last four of these open up the question of negotiation or deliberation

when two or more parties are involved in considering options. This is

addressed elsewhere in this chapter.

2 Transparency is essential. People should be able to understand the ad-

vice given. It should not involve notions which are ambiguous, too tech-

nical, of the wrong degree of precision, or too vague. Since the decision

support system is to be based on argumentation theory, the arguments

should be available. If options are presented, the arguments for each

option and their structures should be available.

The structures of argument could be made available by both visual repre-

sentation and textual representation. Some users are liable to find visual

representation difficult to understand, but find textual description easy

to understand. Other users will be amenable to visual representations,

but will find textual representations difficult to cope with. The inter-

face should have both interaction modalities available. User modelling

should indicate which is appropriate for each type of user.

3 As has been indicated in the section above on deliberation dialogue, it is

should be possible for options to be reconsidered in discussion with the

system. The interface should facilitate such interactions and not make

them discouragingly difficult.

4 The conceptual structures involved in working out the advice should be

analogous to those used by people. The decision support system and the

people seeking guidance should share the same conceptual frameworks.

3.9 Evaluation

A key issue for any decision support system which will be applied in prac-

tice is that of the evaluation of the system. There are a number of dimensions

relevant here and most of these will require considerable further thought and

analysis.

The first issue is what precisely is being measured by any evaluation. A

high-quality decision support system would presumably offer relevant, com-

plete, timely, appropriate, reasonable, suitably-precise and easily-understood

advice, which would be taken into account (and not ignored), by the decision-

maker and be supportive of the process of decision-taking. Do we measure
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quality by the calibre of the advice given, or by its completeness, timeliness,

etc? These dimensions are not equivalent, and different dimensions may be ap-

propriate in different domains of application. Measuring system performance

on only one or several dimensions may lead to erroneous understandings of the

totality of performance-in-use. Do we assess the system by the extent to which

decision-makers take the advice and/or embrace the technology represented by

the guidance system? Use of a technology may be affected by factors unrelated

to any narrow technical or design aspect of the system concerned. Emery et al.

(1999), for instance, report a trial of an intelligent decision support system to

assist medical personnel in assessing the need for screening for genetic factors

as a potential cause of breast cancers in patients. They report that some doc-

tors involved expressed a preference for a system which worked off-line, rather

than being able to present the recommendation to the doctor immediately, so

that he or she would have time in which to formulate an appropriate form of

words to inform each patient of the system’s recommendations.

There are several associated philosophical questions around the issue of

evaluation which do not admit straightforward responses. How does one mea-

sure the quality of the system’s advice if the suggested advice is not taken, or

only partly taken? How does one measure this quality if the advice is taken,

but the world changes in a salient way between the giving of the advice and its

execution? Most management consultancy advice, for instance, is not assess-

able or assessed for these two reasons. How can the system be evaluated for

extreme situations or rare events? For example, a system designed to support

water-flow management through a dam will only be required to recommend

actions for 200-year floods — i.e., floods which are expected to occur once

every 200 years — on average once every 200 years. There may be insufficient

data to design the system or to predict its performance in these circumstances,

and possibly only one case every 200 years on which to base an assessment of

that performance. Moreover, if a system is designed for an entirely new ac-

tivity, or if it completely replaces earlier means of decision-making, how does

one assess the adequacy of its advice? The various AI systems currently be-

ing deployed by NASA for control of autonomous space-craft are an example

of systems which support completely new activities. How is it possible to rate

their performance in any other but crude terms, such as overall mission success

versus non-success? These issues are related to the notions of delimitation un-

certainty and possibilistic risk mentioned in section 3.5 above.

The NASA example demonstrates that there may also be domain-specific

issues involved in measurement of the quality of decision-guidance systems.

In a recent review of the research on medical decision-making, for instance,

Schneider (1998) notes that it is almost impossible to assess the quality of

medical treatment decisions. Selecting one procedure or course of treatment

for a patient usually precludes the selection of alternatives, and so comparison
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of results of alternative decision options for an individual patient are impos-

sible. The diversity and complexity of individual circumstances and medical

aetiologies make comparisons at an aggregated level also highly problematic.

For intelligent guidance systems, we might assess the performance of a group

of system-guided medical decision-makers with a control group not so guided,

but ensuring that each group is presented with a matched set of patients, with

equivalent case histories, is likely to present challenges to the statistical design

of such an evaluation test. Moreover, as argued in McBurney et al. (1999),

effective, efficient and usable decision support systems would need to be tai-

lored to the possibility of very different decision-making styles of the human

agents taking the decision. This may add another level of complexity to the

issue of evaluation, since each deployment of a system may differ according to

the decision-maker or team using it.

This brief discussion demonstrates the many philosophical and practical

questions to be faced in evaluating decision support systems. We believe these

issues are yet to be resolved, even in principle, and their resolution would

greatly benefit from collaborative research from philosophy, artificial intelli-

gence, statistics and the various decision application domains.

3.10 Conclusions

We have recommended that a decision support system be used for the guid-

ance of agents, singly or in groups, in deciding in a wide range of domains

what is to be done. Whatever the system, it should be based on argumentation,

and transparent in that respect to any user. The basis for the system should

not be Spartan in its use of argumentation schemes and techniques. It should

reflect the richness of quality argumentation, and should use the techniques

appropriate to the domain in which it gives advice. There should be an open

ended approach to advising, and users should be able to deliberate jointly with

the system about advice and how it is generated. The interactive interface be-

tween agents and the machine should facilitate the giving of advice and the

joint activities of system and agents.
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