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Abstract

Many computer vision techniques dealing with humans require that the location
within an image of a person is known. In this research, we investigated into the
subject of person detection in a real-world environment: the Restaurant of the
Future. We evaluated several methods and selected one: person detection using
face detection. In order to apply this we evaluated several known methods
for face detection. Then we determined which aspects of the recordings from
the Restaurant impacted the performance of the face detectors. All methods
suffered strongly from the complex background in the Restaurant and the low
quality of the recordings. The angled viewpoint had an impact on several of the
methods while the video encoding used affected others. On the worst conditions,
the Viola-Jones detector performed best. The analysis of the weaknesses of the
face detectors will give future researchers a starting point in improving known
or finding new methods.
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Chapter 1

Introduction

1.1 The Restaurant of the Future

The Restaurant of the Future1 is a facility founded to study consumer prefer-
ences and habits. It is a research facility of the department of Consumer Sciece
of Wageningen UR Food & Biobased Research. The Restaurant consists of two
parts, a company restaurant and a sensory consumer research lab. The catering
company Sodexo2 serves lunch to the employees of the Wageningen University
and Research centre, provided they register themselves at the checkout. In the
research lab the scientists from Consumer Science can set up specific conditions
to evaluate their impact on the consumer experience. For an impression of the
Restaurant see Figure 1.13 and 1.2, a plan of the company restaurant can be
found in Figure 1.3.

(e)

Figure 1.1: Some pictures from the Restaurant

With the Restaurant the Consumer Science researchers can study the visi-
tors without influencing them while they no longer have to rely on verbal reports

1http://www.restaurantvandetoekomst.wur.nl/UK/
2http://www.sodexo.com
3http://www.restaurantvandetoekomst.wur.nl/NL/Media+en+Links/Fotogalerij/Het+

Restaurant+in+bedrijf/
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(a) The checkout (b) A camera

(c) Camera on the ceiling (d) Zoom on the camera

Figure 1.2: More pictures from the Restaurant

Figure 1.3: Plan of the Restaurant
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[1]. Behavioural scientists usually have to rely on interviews, questionnaires or
observing their subjects and because these techniques interfere with the experi-
ence of the subject the results are not always representative. In the Restaurant
the consumers will find the products in a realistic situation. Due to the fact
that the visitors are mostly regulars, they are no longer influenced by the fact
that they are observed. Moreover, the Restaurant can be easily adapted for
certain conditions, the lighting can be changed in intensity and colour and the
furniture can easily be moved (see Figure 1.1(e)).

Several types of information of the visitors are stored: cameras record their
behaviour, the checkout stores their choices and a hidden scale collects the
weight of the visitor at the checkout. At registration, the visitors provide some
information about themselves, such as age and gender and with this information
the researchers can search for patterns in the checkout information. Additional
information such as the weather and the weight of the visitors can make for
more detailed food consumption patterns. However, there is more information
that can be studied, such as the total visiting time in the Restaurant or the
number of bites taken. To collect the information required, there are cameras
mounted on the ceiling.

1.2 Recordings in the Restaurant of the Future

Due to the regular visitors of the Restaurant it is possible to collect large sets
of recordings of eating behaviour, this brings us to the problem of organising
this data. The researchers are often interested in a very specific behaviour or
type of person, for instance people eating soup or visitors over 40. To easily
find recordings that match the researchers’ interests, the recordings need to be
annotated. These annotations consist of marking who is visible and what this
person is doing. Currently the researchers are working with the Observer XT4

software. Observer XT was developed by Noldus5 to annotate observations of
many types, including video recordings. Using a pre-defined set of keys, the
user can quickly annotate what is happening in the recordings.

A screenshot of an example of an annotation can be found in Figure 1.4. On
top stills of four cameras can be seen, below are the annotation, each person
has one row, containing the annotations relevant for this person. In this exam-
ple, two things were annotated for each person, the initial view (red) and the
visibility of the person (blue). The initial view is triggered when the person is
clearly visible at the counter and defines whether the person is on camera 1 (the
left most image) or camera 2 (the second image). The blue lines define whether
a person is visible on one of the recordings and also which one (1, 2, 3 or 4).

There are several disadvantages to solely using the Observer software to
organise the camera data: it is very time consuming, inconsistent and it is
difficult to add new annotations to the system. Because every action needs to
be annotated manually, the annotation can not be done in real-time. It takes
longer as there are often multiple actors in the view. If an action has not been
defined before the researcher starts annotating, it will not be included in the
annotation and adding a new action later requires that all the recordings are
processed again. Lastly, there is the problem of inconsistent annotations, for

4http://www.noldus.com/human-behavior-research/products/the-observer-xt
5http://www.noldus.com/

http://www.noldus.com/human-behavior-research/products/the-observer-xt
http://www.noldus.com/
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Figure 1.4: Example of a simple annotation of a set of recordings with Observer
XT

example one annotator might classify eating a bit of soup as drinking while the
other classifies it as taking a bite.

As a result of these disadvantages the researchers only collect data in very
specific conditions and then annotate this data for their own purposes. As
they will only annotate the behaviour that they are interested in, their data is
probably not suitable for another research. This means that only a small part
of the potentially available data is used. In the next section we will present a
solution to this problem.

1.3 Automated Annotation of the Recordings

In this section we will describe an automated annotation system for the Restau-
rant, the advantages of such a system and then some background for each of
the components. Finally we will describe some of the difficulties that are spe-
cific for the environment of the Restaurant. An automated annotation system
would consist of three parts: person detection, person recognition and action
recognition. The person detector would determine the location of a person in
an image from the recording (as in Figure 1.5). This information can then be
used to recognise each person, this can be combined with the information about
a person that was stored at registration, such as the name, age or previous
purchases. Lastly the action recognition system determines what the detected
person is doing and annotates this.

Automating the annotation solves all of the disadvantages of the manual
annotation mentioned at the end of the previous section. It is one system,
so as long as the action recogniser works well the resulting annotation will be
consistent. The system can analyse the recordings as many times as required and
new interesting behaviours can be easily added later and then the whole set can
be annotated again without requiring retraining. Furthermore, a system like this
can be linked easily to other sources of information such as weather information,
while the manual annotation system would require additional actions for each
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Figure 1.5: Example of person detection on one of the recordings from the
Restaurant

recording.

Successful person recognition is also very interesting in the Restaurant, as
this can automatically add a lot of information about the visitors. For example,
the total visiting time can be determined by comparing the first and last time
that a person is recognised. Or the time that a person spends sitting at a table
by looking at the longest time a person is visible in one camera. Determining
this is very difficult for a person as he or she would have to go back and forth
to see when a person arrives or leaves.

The field of action recognition has gained more interest in recent years,
partly caused by the increasing amount of security cameras. An advanced se-
curity system that does more than simple intrusion detection is Cassandra [2],
this system detects aggression based on camera recordings and sound. More ad-
vanced action recognition systems can distinguish between multiple behaviours,
examples are Liu et al. [3] and Luo et al. [4]. Currently Microsoft is developing
a game system called Kinect6 that aims to use a camera to allow the player to
interact with the game by letting the character in the game follow the player’s
movement.

Similarly, person recognition is becoming more popular, besides recognising
behaviour it is also often interesting to know who is doing the behaviour. In
security systems [5] access can be granted or denied based on the identity of a
person, or in large groups it can quickly find a certain person. When a system
wants to interact with a person such as in intelligent environment [6], it needs to
both see what the person is doing and, for a customised environment, recognise
what he or she is doing.

Almost all methods in both the field of person recognition and the field of
action recognition assume that the location of the target person within the view
is known. Without this knowledge there is simply too much data to analyse,
as faces can be found everywhere and at different scales as seen in Figure 1.6.
Furthermore, action recognition usually uses a sequence of images from one or
more persons, without information about what part belongs to whom. This
makes it difficult to construct a correct model of the action. Consequently,
a system must be in place that detects possible persons which gives the two
recognisers a starting point.

Before the methods for person and action recognition can be applied the

6http://www.xbox.com/en-US/kinect

http://www.xbox.com/en-US/kinect
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Figure 1.6: There are many faces in this image and at different scales, recognis-
ing faces at all positions and scales would be too time consuming

location of the person within the view needs to be found, therefore we look at
person detection in the Restaurant in this research. Although person detection
is required for most techniques in face recognition and action recognition it is
often ignored. When applying person detection the researcher might only use
samples which contain only the face or for action recognition the subjects may
be required to stay in the centre of the screen.

The Restaurant is a rather difficult environment for automated image anal-
ysis, as the visitors are free to move through the Restaurant, the large windows
greatly influence the light intensity and the cameras record at a rather low
quality. The low quality of the recordings means that a person consists of a
low number of pixels, in some cases the person might even start to lose some
of his or her shape due to the lack of pixels. The changes in light intensity
(See Figure 1.7) makes it hard to find fixed patterns unless the images are nor-
malised in which case some information is lost. Beside changes in intensity the
light also changes in colour due to the counters in the Restaurant (See Figure
1.8). Lastly, the unguided movement of the visitors results in many different
positions and orientations of their bodies; finding a model that fits all of these
might be difficult.

1.4 This Research

In this research we want to answer the question if automated person detection in
the Restaurant is possible. We restrict ourselves to simply finding a person on
the image without using information outside the current frame. First, we have to
determine which method is most qualified for the environment of the Restaurant
(Chapter 2). We do this by first presenting known methods of person detection
and discussing some of the properties of the recordings in the Restaurant which
influence the choice. Finally, we present the best match between methods and



1.4. THIS RESEARCH 11

Figure 1.7: The Restaurant has large windows which causes strong fluctuations
in the light intensity.

Figure 1.8: The food counter in the Restaurant can change in colour, which
affects the perceived colours of the visitors as well.
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features and discuss the selected method in more detail in section 2.2.
Then we examine in further detail on how this method works on the record-

ings. Training the automated person detectors takes a large amount of data,
fortunately pre-trained detectors are available. However, they are trained on
different data, in machine learning it is not always possible to generalise beyond
the data [7]. To check if training on data from the Restaurant improved the
detection we trained one method and in section 2.3 we present how the training
works. To measure the effectiveness of the different methods, we use an evalu-
ation method from the field of information retrieval, it is presented in section
2.4.

With these tools we can evaluate and train the chosen method, however this
requires data. The collected data is presented in Chapter 3. With this data
we can answer how the methods perform on the recordings from the Restau-
rant. Then we have done an additional experiment to see what properties of
the Restaurant influences the performance. This will allow us to suggest how
to improve the performance. The experiments and the results can be found in
Chapter 4, the results are discussed in Chapter 5 where we conclude by answer-
ing the research questions from this section.

The research questions we just presented are:

• What is the best method for person detection with respect to the record-
ings from the Restaurant?

• How does this method perform on the recordings?

• What properties of the recordings influence the performance?

• Does a specialised detector outperform more general detectors?



Chapter 2

Methods

This chapter consists of three parts, in the first section (2.1), we will introduce
several techniques for person detection, with this information we will pick one
method based on the properties of the recordings from the Restaurant. We will
elaborate on this technique in the next section, 2.2. As we are interested in the
difference between pre-trained and newly trained detectors we will discuss the
training method for one of the detectors in section 2.3. In the last section, 2.4,
we will present common techniques used to evaluate detectors.

2.1 Active Person Detection

The field of person detection can be divided into two categories. One category
focusses on single images, the second uses multiple images to construct a 3D
model of the objects in the view. Making a 3D model puts some restraints on
the recordings, they need to overlap as 3D requires at least two images of an
object [8]. Furthermore, to obtain true 3D reconstruction the cameras need to
be calibrated, after which they cannot be moved. The low number of cameras in
the Restaurant and the fact that these cameras were designed to move around
according to the researcher’s wishes, makes 3D reconstruction a bad choice for
the setup of the Restaurant.

Therefore, we looked at a single images approach. Person detection on single
images can be divided into two subdomains. The first uses more information
than just the current view, the other actively searches for person-like structures
in the image. In the next paragraphs we will show some examples of the first
approach and discuss the merits.

Examples of information that can be used to detect people are motion or
background subtraction. This information is not always available or informative.
Movement in this situation is not the best indication for a person, as people sit
rather quiet when they are seated and eating. For an example, see Figure 2.1

One popular technique for object detection in computer vision is background
subtraction [9]. Background subtraction usually compares a modelled back-
ground with the current view and then marks pixels that are somehow similar
(for instance same RGB values) as background and the rest as foreground. With
some noise removal techniques (such as dilation and erosion) this can lead to
good results in simple environments. However, as mentioned the Restaurant

13
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Figure 2.1: A sequence of a visitor eating in the Restaurant

has large windows, this means that the light conditions vary a lot during even
one set of recording and more when comparing bright days with cloudy or rainy
days. Furthermore, tables and chairs are moved around (on a different time
scale), which also changes the background.

A dynamic background model [10, 11] updates the model according to the
stability of an object and could be used to correct for these background changes.
When a pixel stays the same for a given amount of time it is considered back-
ground and the model is updated accordingly. However, as mentioned people
sometimes move very little in the Restaurant and this might lead to unwanted
behaviour of the algorithm. It could cause the person to be absorbed into the
background model. It is possible to adjust the update rule to wait longer before
updating the background, but then the model would not be able to include the
changes in light conditions and the moved furniture quickly. As the speed at
which the light changes and the furniture is moved is on average higher than
the movement of the visitors seated, it will be difficult to find a good balance
that does not result in a lot of false positives.

Another approach to detection is the use of movement to detect intruders
in a security system [12]. As we already discussed, movement is not a good
indication in the Restaurant and we could find no other information source that
said anything about the presence of a visitor. Therefore, we decided to look
at static images and actively search in them for regions of pixels that match a
person.

This approach is usually called active person detection. This is a trivial task
for human beings who develop this skill very early in their lives. For computers,
person detection is still a difficult task. In the rest of this section we introduce
several popular, person detection methods and discuss their advantages and
disadvantages, especially with respect to the environment of the Restaurant.

2.1.1 Skin-based Detection

A comprehensive overview of skin detection techniques is written by Vezhnevets
et al. [13]. There are several approaches possible, almost all convert the RGB
input images to a particular plane and then construct or learn some model of the
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skin distribution. The best results have been achieved with simply thresholding
the I axis in the YIQ plane [14, 15], YIQ is a colour space introduced with the
NTSC [16]. Because it was designed for television it uses very little bandwidth
for chromatic information that the human eye cannot process [17]. This means
that there is more detail in the colour region that the human eye can observe,
which is useful because human sight evolved to easily perceive complex, natural
scenes [18].

The Y in the YIQ space indicates the intensity. I encodes the chromatic
information along a blue-green to orange scale, while Q encodes the chromatic
information along a yellow-green to magenta vector. This is reflected in the
YIQ to RGB conversion:RG

B

 =

1.00 0.95 0.62
1.00 −0.28 −0.64
1.00 −1.11 1.73

YI
Q


The inverse of the matrix can be used to convert RGB to YIQ. The person
detection method by Wang et al. [14] converts the normalised RGB values to
the YIQ space and then only accepts pixels with values of I within a defined
region. The I channel represents the orangeness of an image and Caucasian
faces have a somewhat orange tint, this is why the I thresholding method works
so well.

A more recent method has achieved higher recognition rates with lower false
positives, compared with the YIQ method, with very little labelled data [19].
They trained Bayesian networks on patches of 3x3 pixels using three methods to
create the network, Naive Bayes, Tree-Augmented Naive Bayes and Stochastic
Structure Search. The 3x3 patch was translated to chromatic RG space, this
space contains the same information as the RGB space, except for the intensity
information. Sometimes it is called normalised RGB space. The normalisation

is calculated using these formula’s: r =
R

R+G+B
, g =

G

R+G+B
. Because

of the normalisation we know that b = 1−r−g, and b is no longer necessary and
the space is invariant to intensity. This method constructs a far more complex
model of the colour it is detecting, compared to the I thresholding. In this case
it can reject more non-skin as it has more information in the decision process.

Both methods obtained high detection rates with low false positives. On
the Compaq database [20], the YIQ technique achieved 94.7% true positives
with 30.2% false positives. The Bayesian network obtained up to 99.4% true
positives with only 10% false positives. Skin is however, not the best indication
of a person in the Restaurant, while selecting food they often wear their coats
and hide most of their skin. And when they are seated they frequently sit with
their back toward the cameras. The light from outside and the light emitted
by the buffets affects the colours in the Restaurant and changes the hue of the
skin. Lastly, some of the colours in the Restaurant background, such as some
buffets and the floor, closely match skin tone, this could cause difficulties.

2.1.2 Shape-based Detection

A popular method in active object detection is using Scale Invariant Feature
Transform (SIFT) features [21]. As their name indicates these features are scale
invariant as well as invariant to orientation and somewhat robust against affine
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transformations. Aside from a large number of object recognition applications,
it has been applied to face recognition [22] and an extended variant has been
applied to person detection [23].

When detecting an object, SIFT features are calculated from an image. Each
of these features is matched against the features from the training object and
identical points are stored as matches. These matches are clustered over the
pose they predict for the object. Finally, the clusters are ranked according to
the likelihood that they are the result from the presence of the object.

SIFT features could be very useful as they are invariant to a lot of factors
that occur in the Restaurant, people being far and near the cameras (scale), light
changes (light invariant) and people standing at a different angle (orientation
changes). Although object detection in SIFT is very robust against affine trans-
formations, it is unable to cope with non-affine transformations. Unfortunately,
this is exactly the kind of transformations that the people in the Restaurant
display, they are bending over, taking a seat and moving their arms around.
During these actions the body bends and changes shape, these are not affine
transformations and will break the SIFT detection. Alternatives to SIFT are
SURF [24] or GLOH [25], but none of these methods can adequately model the
pose changes of the visitors of the Restaurant.

Lastly, these features are meant to recognise specific objects, in order to
train a detector an additional generalisation step is required. This additional
classifier would learn a model of feature points and their inner relations to model
a human body. This generalisation from a specific person detector to a general
person detector is tricky as you need a large set of different visitors to be sure
that the detector is sufficiently generalised.

2.1.3 Appearance-based Detection

Appearance-based techniques construct a model of the target object using in-
tensity information, examples include the Viola-Jones detector [26], which was
used for person detection by Kruppa et al. [27]. Other examples are the Wavelet
Templates from Oren et al. [28] and the binary models from Broggi et al. [29].
Broggi et al. construct a very simple model to detect head and shoulder. The
Viola-Jones detector uses Haar-features [30] (Figure 2.2(a) & 2.2(c)) as fea-
tures to learn a model from examples. The wavelet templates expand on the
Haar-features to construct models with more detail [28], see Figure 2.2(b).

The Viola-Jones detector defines a model combining multiple Haar-features.
Haar features compare the light intensity in the regions they cover. For instance
the second image in Figure 2.2(c) looks at the space left and right of the head
with respect to the intensity of the head. When you overlap the Haar-features
in the model they form an outline.

The methods mentioned here are much faster compared to the previous sub-
section. They are robust against intensity changes as they look at the intensity
difference between regions. This makes them well suited to deal with the chang-
ing lighting conditions in the Restaurant. However, they are even less invariant
to pose changes as they do not model the relations between key points but try
to model the entire outline. In the data from the Restaurant the outline of
the visitors changes too much and multiple models would be required to model
all the poses. This is not only difficult because a huge set of data would be
required, it is also hard to determine the number of poses that are required.
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(a) Haar features, Image taken from [27] (b) Wavelet Templates, Image taken from
[28]

(c) Haar features matched to the person they detected

Figure 2.2: Tools for two different appearance-based techniques

2.1.4 Face-based Detection

The previous two subsections discussed detectors that modelled the body, how-
ever the first approach just used information that was only present in case of a
person, the skin. Another feature that is only present on a person is a face. The
advancements in the field of face detection could be used in person detection as
the face is in many situations indicative of where the body accompanying the
face is. In the case of the Restaurant the body is almost always directly below
the face. The face is far more static, the contours and configuration hardly
changes. A person can move his arms or twist the upper body, such changes
are rare in the human face and it is therefore easier to model. Some exam-
ple methods for face detection have been mentioned above, Viola-Jones [26],
skin-detection [31] and SIFT [32].

Although the model is simpler, this method will only work for some images,
as it requires the face to be visible. In the Restaurant, visitors often take a
seat with their back to the camera or at an angle. There visitors would not be
detected with this method.

2.1.5 Overview of the Person Detection Methods

We can summarise the advantages and requirements of the approaches discussed
in this section into a table to better compare the options. See Table 2.1. This
is a rough evaluation, for example both face and skin detection have difficulties
with occlusion, but a face is occluded easier than the skin.

All of the methods are somewhat invariant to scale and angle, which is
important as both change often in the recordings of the Restaurant. Handling
multiple people is also a requirement that all mentioned methods meet. Because
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Appearance Background Face Skin Shape

Robust to:
Pose - + - + -
Scale + + + + +
Angle + + + + +
Light + - + + +

Occlusion - * - - -
Multiple people + + + + +

Over/underexposed - - - - -

Requires:
Additional classifier - + - - +

Specific feature visible - - + + -

Table 2.1: Overview of the approaches and the properties of the recordings.
+: is robust to/requires/can handle
-: is not robust to/does not require/cannot handle
*: depends on classifier

the background modelling is unable to handle the light changes combined with
the movement of furniture it was rejected. This leaves the choice between two
methods that are invariant to pose but require a specific feature (skin or face)
to be visible and two methods that do not require such a feature but are less
robust against pose changes.

Constructing a shape or appearance based model might be possible, but
with the additional limits that the quality of the recordings sets, it will be very
difficult. When we investigated into the successes that Kruppa et al. had with
a Viola-Jones detector on person detection, it appears that the detector was
only evaluated on images far simpler than those of the Restaurant, see Figure
2.31 & 2.4. Although the quality of the images from Kruppa et al. seems a bit
lower their pose is not very varied, they are either facing toward or away from
the camera, while standing straight. This gives them a much clearer profile to
learn, compared with the images from the Restaurant in which no single profile
will match each case.

Due to the difficulties that shape and appearance-based methods have we
have limited our research to the recordings at the checkout, in which the visitors
almost always show their face to the camera. Also on this data the visitors
show many different poses which would make it difficult to construct a single
model. Therefore, we did not work with appearance or shape-based methods.
The decision between skin-based and face-based detection was rather easy, the
changes in colour from the counters would make skin detection difficult and the
location and size of a face gives us more information than a region of skin does,
as we do not know whether skin resulted from the neck or arm. In the next
section we will discuss some methods for face detection, which will serve as a
base for the face-based person detector.

1http://alereimondo.no-ip.org/OpenCV/35.version?id=2

http://alereimondo.no-ip.org/OpenCV/35.version?id=2
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Figure 2.3: Images used for the upper body detector in OpenCV[27]

Figure 2.4: Images from the Restaurant, showing different poses of the visitors

2.2 Face Detection

In the field of face detection there are three types of approaches: knowledge
based, template based and appearance based [33]. Knowledge based approaches
are based on human knowledge and are constructed manually and might for
instance have a rule about the relation between an eye and the nose. Template
based methods match an image with a stored set of face patterns. Finally,
appearance based approaches use a set of training images to learn a model
representative for the set.

The knowledge and template based approaches have shown that it is difficult
to construct a proper set of rules and the methods usually require detection of
some features as eyes or mouth, which is a non-trivial problem. Furthermore,
these methods are hard to extend to a larger set of faces, while the learning
method would require only additional training samples. The methods with the
best recognition rates have used an appearance based method and this research
investigated only such methods. As such we only describe these methods here.

All of the methods discussed here have been tested on the MIT-CMU dataset
[34]2 in Tsao et al. [?]. Figure 2.5 displays some images from the set. They
have also been tested on the BioID3 dataset by Tsao et al. [?]. The results can
be seen in Figure 2.6.

2http://vasc.ri.cmu.edu/idb/html/face/frontal_images/index.html
3http://www.bioid.com

http://vasc.ri.cmu.edu/idb/html/face/frontal_images/index.html
http://www.bioid.com
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Figure 2.5: Four examples from the CMU-MIT database, three with positive
faces and one without any.

(a) (b)

Figure 2.6: Detection rate versus number of false positives for several ap-
proaches. [?] On the left is the CMU-MIT dataset, which contained 483 faces.
On the right is the BioID dataset, this contained 1521 faces.
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2.2.1 Neural Network

Neural networks have often been applied to face detection, the implementation
with the best performance was by Rowley et al. [34]. Their system consists of
two stages, a preprocessing stage and the actual neural network. Windows of
increasing size are taken from an image and then processed by the two stages.
An overview can be seen in Figure 2.7. Each window is subsampled until it
is 20x20 pixels. Preprocessing consists of lighting correction and histogram
equalization. Then the pixels are used as input to the neural network.

Figure 2.7: Face detection system with a neural network, image taken from [34].

The hidden layer consists of three types of hidden units, resembling the
human receptive fields. There are a total of 26 hidden units. Four units look
at 10x10 pixel subregions, dividing the region. Then there are sixteen, smaller
regions of 5x5. These 20 look at the general shift of intensity across the whole
image.

Finally, there are six 20x5 receptive fields looking for horizontal stripes. The
authors suggest that the last group of hidden units are very useful to detect
eyes, corners of the mouth and other important features in the human face.
The result from the network is a boolean indicating whether the frame is a face
or not.

On the MIT-CMU dataset this neural network detected up to 90% of the
faces with about 100 false positives. A disadvantage of a neural network is that
the model is hidden in the nodes, that means that it is hard to determine why
it fails sometimes and even harder to know how to improve it. Furthermore,
training it is difficult as the parameters have a large influence on a run being
successful and this could mean a lot of experimental training.

2.2.2 SNoW

SNoW is a Sparse Network of Winnows introduced to face detection by Roth et
al. [35]. The SNoW learning architecture was introduced earlier by Roth in 1999
[36]. It has been successfully trained on large training tasks in other, non-visual
domains. The SNoW network consists of an input layer connected with weights
to a class layer where the target nodes represent the possible classes. There
are several possible update rules that can be used during training, according to
Roth the Littlestone’s Winnow update rule has been the most successful.
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This rule is used in the implementation for face detection. The input layer
consists of boolean features representing the input image. In [35], two types of
features were tested, primitive features represented a position (x, y) and inten-
sity (I(x, y)). This could also have been done without making them boolean,
but the calculation time was smaller with this memory heavy approach. The
other type of feature was multi-scale, here they included intensity mean and
intensity variance over four sub-image scales (also encoded as boolean features).

SNoW detected up to 86% of the faces with about 100 false positives on
the CMU-MIT database. As with the neural network this network is hard to
analyse and therefore it is difficult to tell why it fails or succeeds.

2.2.3 Viola-Jones

The Viola-Jones detector [26, 37, 27] uses features that are very similar to
Haar-features [30], see Figure 2.2(a) Each Haar-feature consists of two or three
rectangles and a threshold. Each rectangle is defined by a position, size and
orientation. Furthermore each has a weight. The value that a feature returns is
given by: ∑

h∈H
(I(h) ∗ wh)

{
> θ true

≤ θ false

with H the set of rectangles, I(h) the total intensity of the part of the image
covered by the rectangle h. wh the weight of the rectangle h and θ the threshold.

These features are combined into a boosted cascade [38]. A boosted cascade
is a binary decision tree where each node returns either “not a person” or “maybe
a person”. See Figure 2.8. When the last node is reached and an image is still
deemed as “maybe a person” it returns a positive signal. The resulting positive
windows are combined using a simple averaging algorithm. When classifying
the classifier takes windows from different sizes from the input image and runs
it through the cascade.

Figure 2.8: Example of a short boosted cascade

On the MIT-CMU dataset this method detected up to 92% of the faces with
about 125 false positives. The Viola-Jones classifier by Kruppa et al. performed
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well on all kinds of faces, they do not specify a certain type of faces that is not
recognised.

2.2.4 Edge Detection

Edge detection is very popular, it is effective and it is used in the visual system
of mammals [39], which is a system that has proven itself for a long time. Two
examples of face detection using edges are Jesorsky et al. [40] and a more recent
article by Tsao et al. [?]. Both methods use Sobel’s edge detection, which
uses two 3x3 kernels to find the gradient of the image intensity [41]. A big
change in intensity results in a high gradient, which is then used to determine
the edges (which usually have high contrast). Jesorsky et al. then use the
Hausdorff Distance to measure the similarity between a face model and the
current window. They achieved up to 90% recognition rate on the BioID set.

The second approach uses the MAFIA algorithm [42] to detect the most
occurring positive and negative pattern in edge images. Positive here, means
that it is frequent in the images with faces and negative that it is frequent in
images without faces. MAFIA does this by constructing a search tree and then
prunes infrequent nodes in a depth first search. The nodes of the three are the
x,y-coordinates of the edges.

The features that are detected are combined in a cascaded classifier. To
improve the computation efficiency a simple variance classifier analyses each
window before the cascaded classifier. This classifier checks whether the variance
in some regions, broadly defining the nose and mouth is not too high. After
the cascaded classifier a kd-tree-based SVM classifier is used to increase the
accuracy. The input for this classifier is all positives from the other two classifiers
and it gives the final verdict of a window being a face or not. The method from
Tsao et al. detected up to 93% of the faces on the CMU-MIT with about 150
false positives. This is better than the previous methods, but only by a small
margin.

2.2.5 Overview of Face Detection Methods

Although all methods have been tested on the MIT-CMU database which seems
to have low quality, this does not necessarily mean that it will work on the
recordings from the Restaurant, as the quality is far worse. To show a typical
example of the low quality and resulting difficulty, see Figure 2.9, where we
present a close up of a person in the Restaurant.. The authors of the methods
discussed in this section do not discuss specific features that their methods are
able or unable to handle and with the small difference in performance that is
measured on the CMU-MIT database it is hard to decide which method would
be best suited for use on the Restaurant images.

In order to decide what method is suitable for the environment of the Restau-
rant we compared several methods on data from the Restaurant. This is de-
scribed in further detail in Chapter 4. Using a pretrained classifier assumes that
it is possible to generalise from faces in different situations to the specific envi-
ronment for which the classifiers were not trained. In order to investigate this
we picked a method that could be quickly trained and executed and compared
the performance of the pre-trained classifier with classifiers trained on data from
the Restaurant. We describe the training algorithm in the next section.
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(a) zoomed on the person (b) zoomed further on the face

Figure 2.9: Example from the checkout recordings, zoomed in on the face

2.3 Training Viola-Jones Detector

Here we describe how to train the Viola-Jones detector introduced in subsection
2.2.3. Before going in detail two aspects are important, we already mentioned
for each face detection method that it used windows of different scales, we will
describe this process in detail here. Furthermore, Viola-Jones is much faster,
compared to the other methods mentioned, we will also describe how this speed
is achieved. After describing those two topics we will describe how to train the
Viola-Jones detector.

Because the size of the person(s) in the image is unknown, the detector
needs to take subsamples from the image and then for each determine whether
it is a face or not. This subsampling is done by determining an initial size for
the window and then moving this window over the image. When all possible
windows have been extracted from the image, the size of the window is increased
and it is moved over the image again. This is repeated until the window size is
equal to the size of the image. See Figure 2.10 for illustration.

(a) windows are moved from left to right and
then top to bottom

(b) window sizes are increased

Figure 2.10: Illustration of how windows are taken from a frame, intermittent
windows are not shown for clarity.
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The speedy classification by the Viola-Jones is caused by two factors, the
cascaded tree (more on this later in this section) and the fact that Haar-features
can be computed in constant time at any scale. For this, summed area tables
are created. One set for the regular Haar-features and one set for the rotated
rectangles. This means that the input window does not have to be scaled down,
but that the features are scaled up to match the size of the window. This
requires far less calculations.

Now we turn to the training of the detector. We already described the
cascade, now we need to construct it as efficiently as possible. Each Haar-feature
is a weak classifier [43], only able to reject a small amount of negative samples,
combining many of these weak classifiers results in a strong classifier, as seen
in Figure 2.11. When constructing the boosted cascade the Adaboost trainer
[38] gives each negative training sample a weight. This weight is increased each
time a new weak classifier classifies the sample wrong and set to zero once it is
correctly rejected.

Figure 2.11: A schematic representation of a strong classifier made up by several
weak classifiers. The green circles are positive samples, the red squares are
negative samples. Feature 1 to 4 are weak classifiers that separate a small part
of the negative samples from the positive ones. Together they separate all the
negative from the positive samples.

During training the most significant feature is selected as top node, this
means that it can already reject a large number of windows. The second node
is the second most significant feature and can also reject a large number of
windows, etcetera. Due to this hierarchy the cascade can analyse many windows
per second. Significant means the feature that separates most of the negative
samples from the positive ones.

Viola-Jones requires a large set of data to train, in order to speed up the pro-
cess we used semi-online training. First we manually collected a small number
of positive and negative samples, with this data we trained a classifier and then
used this classifier on the training data to obtain more samples. We manually
labelled these samples as positive, negative or unsure (discarded), see Figure
2.12.
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(a) Suggestions: bad (b) Suggestions: good

Figure 2.12: Supervised Training: the classifier presents detected ”persons”
(blue box in the bigger image and then a close up on the right) to the researcher
who votes positive, negatve or unsure

The advantage of this approach is that less manual selection is required
and that the training data is more relevant. The last is quite intuitive, the
wrong classifications that a classifier makes are more important to include in the
training set compared to others. With this method those images are presented
by the detector to the research and are then added to the list of negative samples.

2.4 Evaluation of Detectors

To evaluate the performance of the detectors we used precision, recall and F1-
measure [44]. For each testing image we measured three things: the number of
true positives (tp), which are the correctly detected persons (see Table 2.2). The
number of false positives (fp), the squares wrongly classified as a person and the

number of false negatives (fn), the missed persons. Then precision =
tp

tp + fp

and recall =
tp

tp + fn
. These measures can be combined into one number,

an often used method is the F1-measure, which is the harmonic mean of the

precision and recall [44]: F = 2 ∗ recall ∗ precision

recall + precision
.

correct
Face No Face

classification
Face tp fp

No Face fn tn

Table 2.2: A table describing what types of error a detector or classifier can
make. True positive (tp) and True negative (tn) are correct classifications.
False positive (fp), also called Type I error, occurs when the detector marks
something as a face while it is not. False negative (fn), Type II error, means
that a face is rejected as not a face



Chapter 3

Experimental Setup

This chapter consist of two parts, in the first section we describe what datasets
we collected and how we collected them. In section 3.2 we present the imple-
mentations of the face detection methods we discussed in chapter 2.

3.1 Data Aquisition

3.1.1 Hardware and Software

The cameras at the Restaurant are Panasonic WV-CS570 colour dome cameras,
hanging from the ceiling. These cameras are compact 110mm diameter dome
all-in-one colour units with a 22x optical zoom lens (3.79 - 83.4mm at F1.6) and
auto focus. The recordings had a resolution of 720x576 pixels and were gathered
by Noldus Recoder Software, which encoded the video in MPEG-4. Pictures
(described in a later experiment) were taken at high quality (3888x2592 pixels)
with a Canon EOS 400 camera.

For processing a single machine was used. A Windows XP (SP3) system
with an Intel Core 2 Quad Q6600 @ 2.4 GHz processor, 4 GB RAM. For C and
C++ the compiler was Microsoft 32-bit C/C++ Optimizing Compiler Version
12.00.8168. Python was version 2.6.2 with Python Image Library 1.1.7. Matlab
ran version 7.8.0 (R2009a). Finally, LabVIEW version 8.6 was used.

3.1.2 Recordings for Face Detection

To evaluate the different face detection approaches we used the recordings from
two cameras, which were directed at the checkout. Recordings were made during
lunch and consist of approximately 1.5 hour of video for each camera. On these
videos, the visitors are standing behind the counter and it is viable to use
the location of the face to determine the location of a visitor. At least 100
visitors visited the Restaurant and as almost everyone bought something at the
Restaurant, most of them can be seen in the recordings. See Figure 3.1.

3.1.3 Photos for Face Detection Evaluation

To further investigate into the aspects of the recordings that cause problems for
the face detectors, a second data set was created that consisted of high quality

27
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(a) Checkout 1 (b) Checkout 2

Figure 3.1: Stills of the recordings of the checkouts

pictures taken in the Restaurant. We identified five likely causes of performance
deterioration: complex background, top view, light condition and video quality
and encoding. Unfortunately, we were unable to take pictures without light
influences, due to the opening hours of the Restaurant, but we systematically
varied all other factors. The Restaurant is only open during the day and then
the large windows cause fluctuations in the incoming light. We took pictures
before a white wall and before the checkout (Figure 3.2) and with frontal view
and top view (Figure 3.3).

(a) Restaurant (b) Wall

Figure 3.2: Example images with a cluttered background and a clean back-
ground

The resulting pictures were subsampled into three conditions: high, medium
and low quality, respectively 1296x864, 788x525 and 394x263 pixels. The later
two were chosen to reflect the number of pixels a face has in the recordings when
close by and further away. Subsampling was done using the anti-alias method
from Python Imaging Library1 (PIL). We experimented with other methods for
subsampling (nearest neighbour and linear interpolation) and noticed that there
was little variance in the resulting quality. Therefore we selected the method
which resembles the way the cameras translate real-life intensity values into a
limited number of pixels (by combining a ‘receptive’ field into one pixel). Then

1http://www.pythonware.com/products/pil/

http://www.pythonware.com/products/pil/
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(a) Frontal (b) Top

Figure 3.3: Example images with a different viewpoint

a last condition was added, the MPEG-4 encoding and decoding, this was done
using a binary encoder ffmpeg2. MPEG-4 was chosen as the recordings were
encoded with the same encoding. The results can be seen in Figure 3.4, the
faces are presented in detail in Figure 3.5.

In total 21 subjects were chosen to pose for the photos. Part of the pictures
were used for a training set, see the next subsection. This left 14 subjects in
4 different conditions (two viewpoints and two backgrounds). For each condi-
tion 9 pictures were taken. Subsampling and encoding multiplies the number
of conditions with 6 (three qualities and two encoding conditions). To get a
clear overview of the different conditions see Table 3.1. This means that the
evaluation set consists of 14 ∗ 9 ∗ 2 ∗ 2 ∗ 3 ∗ 2 = 3024 pictures. In some recordings
there was more than one person visible as the employees at the Restaurant were
already preparing the Restaurant for opening. These faces were also included
in the evaluation, resulting in a total of 3113 faces.

3.1.4 Photos for Face Detection Training

As mentioned in the previous subsection part of the high quality pictures was
used to train a Viola-Jones detector. From the 21 subjects we randomly selected
7 to form the training set. This left sufficient subjects for evaluation. Two
training sets were created from those 7 subjects. We chose for two different
training sets in order to measure the effect of including the more difficult images.
The ’clean’ training set consisted only of the pictures at highest quality with no
encoding, taken in with frontal view in front of the wall. The ’dirty’ training
set contained all pictures of the 7 subjects.

3.2 Tools

In this chapter we present the implementations of some of the methods for
face detection discussed in the previous section. We have found freely available
versions of those methods. We also included one additional method that was
not discussed in the previous chapter, because the exact working is unknown.

2http://www.ffmpeg.org/

http://www.ffmpeg.org/
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(a) High, no encoding (b) High, MPEG encoding

(c) Medium, no encoding (d) Medium, MPEG encoding

(e) Low, no encoding (f) Low, MPEG encoding

Figure 3.4: Example images with a different quality and encoding. These images
were used to measure the effect of these factors on the performance of the
different face detectors
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(a) High, no encoding (b) High, MPEG encoding

(c) Medium, no encoding (d) Medium, MPEG encoding

(e) Low, no encoding (f) Low, MPEG encoding

Figure 3.5: The same images as in Figure 3.4, but zoomed in on the face to
better show the effect of the low quality and encoding
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Background Viewpoint Quality Encoding

None
High MPEG-4

None
Frontal Medium MPEG-4

None
Wall Low MPEG-4

None
High MPEG-4

None
Top Medium MPEG-4

None
Low MPEG-4

None
High MPEG-4

None
Frontal Medium MPEG-4

None
Checkout Low MPEG-4

None
High MPEG-4

None
Top Medium MPEG-4

None
Low MPEG-4

Table 3.1: Overview of the cases conditions that were used for evaluation. In
each condition nine pictures each were taken from fourteen different people



3.2. TOOLS 33

3.2.1 Viola-Jones implementation

A Viola-Jones classifier and trainer is available in OpenCV3. Included in the
package is a trained face detector and upper-body detector, which we used
for evaluation. We developed a python script to collect negative and positive
images and convert them to the correct format for the trainer. LabVIEW was
used to call the classifier on the evaluation images. Evaluation of the full set
took approximately 2 hours.

3.2.2 Neural Network implementation

The neural network from Rowley et al. was available in C4. A python script
called this neural network on each of the pictures in the evaluation set and
drew a rectangle around the detected faces. The script ran for approximately
30 hours on the full set of photos.

3.2.3 SNoW implementation

A trained SNoW face detector is available for Matlab5. To evaluate the per-
formance a script was constructed to detect faces on each image and draw a
rectangle around the detected windows. Evaluating the full set of photos took
approximately 21 hours.

3.2.4 Picasa

Face detectors are very common in many applications these days, digital cameras
often include some face detection software. We used Picasa6 to evaluate one
state of the art example. Unfortunately it is unknown what approach Picasa
uses, it was therefore not introduced in the previous chapter. Because Picasa
runs in the background it is also impossible to determine how long it took to
evaluate the full set of photos.

3http://opencv.willowgarage.com/wiki/
4http://vasc.ri.cmu.edu/NNFaceDetector
5http://www.mathworks.com/matlabcentral/fileexchange/13701
6http://picasa.google.com

http://opencv.willowgarage.com/wiki/
http://vasc.ri.cmu.edu/NNFaceDetector
http://www.mathworks.com/matlabcentral/fileexchange/13701
http://picasa.google.com


Chapter 4

Experiments

In this chapter we describe the three experiments that were done to answer
the questions posed in Chapter 1. In these we used the methods discussed in
Chapter 2 on the datasets we presented in Chapter 3. For each experiment
we first describe the goal and the approach we took, then we describe how we
evaluated the results and finally we present the results.

4.1 Evaluating Face Detection Methods on Record-
ings

The goal of this experiment was to determine the performance of the freely avail-
able face detectors that have achieved good results on the MIT-CMU database
in our setting. We evaluated four detectors, a Viola-Jones detector [27], the
neural network from Rowley et al. [34], the SNoW detector [35] and Picasa.
See section 3.2 for more details. For this experiment we used the recordings
presented in subsection 3.1.2. We selected 100 evaluation frames, 25 with no-
body visible, 25 with one face visible. In 25 frames, two faces were visible and
in the last 25 frames, three or more faces could be identified, see Figure 4.1.
Those different situations were chosen to ensure that the algorithms were able
to handle multiple persons.

(a) no persons (b) 1 persons (c) 2 persons (d) 3+ persons

Figure 4.1: Examples from the evaluation set created from the recordings of
the checkout cameras in the Restaurant. Yellow rectangles mark the faces that
should be detected

34
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4.1.1 Results

To determine the performance of the different face detectors we measured the
recall, precision and combined them into the F1-measure. We also measured
the running time, as the processing time becomes interesting when large sets
of recordings are processed. All methods ran on the system described in the
previous chapter. The running time for Picasa could not be determined as it
runs in the background. The results are summarised in Table 4.1. Picasa, the
neural network and the SNoW detector all detect less than 10% of the faces,
Viola Jones detects almost 35% of the faces. All methods return many false
positives resulting in a low precision and therefore F1-measure. The results are
further discussed in the next chapter.

Recall Precision F1-measure Time (in s)

Picasa 0.063 0.140 0.09 -
Rowley 0.057 0.423 0.10 1449
SNoW 0.021 0.364 0.04 1684

Viola-Jones 0.349 0.090 0.14 60

Table 4.1: Recall, precision, F1-measure and running time for the four ap-
proaches evaluated on the recordings from the counters in the Restaurant.

4.2 Determining Influences of Aspects from the
Recordings on Face Detection Performance

To determine what aspect(s) of the recordings caused the face detectors to
perform so badly, compared to the results reported on the CMU-MIT database
we set up a follow-up experiment. We decided to take pictures of fourteen
subjects in which we varied the background and viewpoint. For each subject
we took nine pictures and then varied the quality and encoding of them. With
this setup we aim to find the feature of the recordings that causes the low
performance. See subsection 3.1.3 for more details. We evaluated each of the
four face-detection methods that were available (Viola-Jones, neural network,
SNoW and Picasa) on all of those pictures. This resulted in a recall, precision
and F1-measure for each condition, summarised in Table 4.2.

4.2.1 Results

Here we present the results from the experiment described above. There was
a big difference in the precision, which affected the F1-measure. Although this
precision is not unimportant this can be improved on using other information,
such as location within an image, colour information or a low person recognition
rate later in the system. Because we were mainly interested in getting a high
recall we focussed on the recall in the statistical analysis of the results. The
recall, precision and F1-measure of the main effects can be seen in Table 4.2. To
discover if the main effects were significant t-tests were performed. A 2x2x3x2
ANOVA was used to discover any interaction effects.
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Recall Precision F1-measure
Condition Pica VJ SNoW NN Pica VJ SNoW NN Pica VJ SNoW NN

Overall 0.71 0.70 0.57 0.30 1.00 0.22 0.46 0.28 0.83 0.34 0.51 0.29

Background:
Wall 0.92 0.86 0.73 0.44 1.00 0.39 0.73 0.28 0.96 0.53 0.73 0.36
Restaurant 0.52 0.55 0.43 0.17 1.00 0.14 0.29 0.27 0.68 0.22 0.34 0.21

Viewpoint:
Frontal 0.75 0.72 0.58 0.31 1.00 0.23 0.48 0.27 0.86 0.35 0.53 0.29
Top 0.67 0.68 0.57 0.29 1.00 0.21 0.44 0.28 0.80 0.32 0.49 0.29

Quality:
High 0.73 0.81 0.76 0.00 1.00 0.13 0.33 1.00 0.85 0.23 0.46 0.00
Medium 0.73 0.77 0.75 0.56 1.00 0.31 0.65 0.25 0.85 0.44 0.69 0.34
Low 0.67 0.53 0.21 0.35 1.00 0.56 0.75 0.35 0.80 0.54 0.32 0.35

Encoding:
None 0.75 0.71 0.64 0.30 1.00 0.32 0.33 0.28 0.86 0.32 0.44 0.29
MPEG-4 0.67 0.70 0.50 0.30 1.00 0.24 0.85 0.28 0.81 0.35 0.63 0.29

Table 4.2: Recall, precision, F1-measure of the main effects for the four ap-
proaches evaluated, Pica is Picasa, VJ is Viola-Jones and NN is the neural
network.

Overall Picasa performed best, with the highest recall and precision and thus
also F1-measure. Viola-Jones performed not significantly worse with respect to
the recall, but due to the very low precision the F1-measure was also much
lower. The SNoW detector detected over 50% of the faces with a precision just
below 50%, resulting in a F1 measure of 0.51. The neural network only detected
one-third of the faces with a low precision and thus F1-measure.

The neural network failed to detect any faces on the high quality images,
this was probably due to the limited size of the subsamples it takes and this was
not included in any of the tests. For background the difference in performance
was significant for each method with P < 0.001. The performance difference
on viewpoint was not significant for SNoW and the neural network, but for
Viola-Jones with P < 0.01 and Picasa with P < 0.001. None of the methods
showed a significant difference between the high and medium quality condition,
however for each the difference in recall was significant for both high and low and
medium and low with P < 0.001. The last main effect of MPEG-4 encoding was
significant for both SNoW and Picasa with P < 0.001, but not for the neural
network and Viola-Jones.

There was little interaction effect between the various factors that did not
resemble the main effects in the previous paragraph. For Picasa the only signif-
icant interaction effect was between background and encoding with P < 0.05.
The background and viewpoint as well as the performance difference on the
background and quality was significant for Viola-Jones with P < 0.001. For the
SNoW method there was a significant interaction effect between background and
encoding and background, encoding and quality with P < 0.001. Furthermore,
the difference in performance on the background and viewpoint was significant
with P < 0.05. Finally, for the neural network there were no significant inter-
action effects (when controlled for the 0 detections on high quality).

All methods achieved their highest recall when the wall was the background,
for Viola-Jones there was no difference between viewpoint and only a slight
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difference between high and medium quality as well as between no encoding en
MPEG-4. With those conditions the Viola-Jones detector correctly detected
92% of the people in the pictures. Picasa performed optimal on the images with
frontal view, high or medium quality and no encoding, achieving as much as 99%
recall. For SNoW the viewpoint had no influence, with the wall as background,
high quality and no encoding the method detected 94% of the faces. Finally the
neural network worked best with no encoding on medium quality with frontal
view with 75% recall.

The worst recall for each method was with the Restaurant as background, the
recall for SNoW dropped to 0.01% with frontal view, low quality and MPEG-4
encoding. Picasa, Viola-Jones and the neural network performed worst on the
low quality, MPEG encoded, topview pictures. The recall dropped to respec-
tively 38%, 24% and 10%.

4.3 Comparing General Face Detector with a
Specific Face Detector

The final experiment was designed to answer the question whether a face de-
tector trained on faces from the Restaurant would perform better than the face
detectors trained for the CMU-MIT database. To do so we trained several Viola-
Jones detectors using the seven subjects that were removed from the evaluation
data in section 3.1.4. Two sets were formed out of these pictures, the clean
training set consisted of pictures with ideal condition: high quality, no encod-
ing, frontal view and with the subject standing in front of a wall. Because this
contained only a very small set of pictures that did not adequately represent the
recordings we also created a dirty set, which consisted of all the pictures taken
in the Restaurant. This set was processed with the same method used for the
evaluation set, they were subsampled and encoded and decoded. This means
that the dirty set contains both the ideal and the worst type of pictures.

The training process of a Viola-Jones detector requires a fixed width and
height size to which the images are reduced before they are fed to the Adaboost
algorithm. For ease of use we used squares and varied the size of the square
between 10, 30, 50 and 60. The training required too much memory with a
bigger size.

Because the clean set only had 7∗9 = 63 pictures, we cut the 63 faces visible
on them and this was the initial training data for that set. For the dirty set this
number was much larger, 7 ∗ 9 ∗ 2 ∗ 2 ∗ 3 ∗ 2 = 1512 pictures. Therefore, for each
condition (background and viewpoint) and subject we randomly selected one
original picture and cropped the faces from each of the six processed images that
were the result from this original picture. In total this were 2∗2∗7∗3∗2 = 168
pictures as initial training data.

Then the trained detector was used to generate more training data, according
to the method presented in section 2.3. We repeated this until we had three
evaluation methods and then checked for an improvement in the performance.
The first evaluation determined that the sizes 10, 30 and 50 to which the images
were reduced were far outperformed by size 60 (which obviously contains more
information). Therefore, we only looked at this size, leaving a possible lower
resolution for later optimisation.
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4.3.1 Results

Here we present the results from the experiment described above. We evaluated
the two trained detectors on the complete set but for clarity we only present
the performance on the best images and the worst. Here the best images are
with the clean background, frontal view, high quality and no encoding. On the
other hand the worst images are those with a cluttered background, top view,
low quality and MPEG-4 encoding. The results are plotted in Figure 4.2.

Figure 4.2: The results from the last experiment. On the left is the evaluation
of the detector trained on the ’clean’ data set, while the right graph displays the
results of the detector trained on the ’dirty’ set. On the y-axis the recall of the
detector on the worst images (blue squares) and the best images (red diamonds)
are shown. On the x-axis the trials are shown.



Chapter 5

Discussion

In the final chapter of this thesis we first answer the research questions posed
in Chapter 1 in the conclusion, then we will present some discussion on the
answers and finally we look at some interesting points for future work.

5.1 Conclusion

Due to the uncontrolled environment of the Restaurant all person detection
techniques have some disadvantages. We selected person detection based on
face detection as the best approach for a subset of the data. Face detection on
still images has made more development compared to person detection on still
images, person detection is often done in tracking systems. At the checkout the
face is usually visible and then information about the appearance of a person
can be used to find this person in the recordings later, for instance with the
colour of hair and shirt. As such a starting point is useful for tracking systems
we investigated face detection on the checkout recordings.

The performance of the face detectors was much lower than expected, we in-
vestigated further in several possible causes of this bad performance. Even with
a very high number of false positives the best recall was below 35%. Therefore,
we can conclude that while person detection in single images from the record-
ings of the Restaurant should be possible, with most common face detectors it
is not. Possible features of the recordings that caused the low recall are the low
quality of the recordings, the MPEG encoding, the angled view, the changes in
light and the complex background. In a second experiment we controlled four
of these conditions to see their impact, in the worst condition the algorithms
performed below 40%.

Among the possible causes we investigated, the complexity of the background
had the strongest influence on the performance. This almost halved the per-
formance of most methods. This is not so strange when we look at the three
known methods (Viola-Jones, SNoW and the neural network). Each uses con-
text information, the constructed model from Viola-Jones does not only consist
of the face, but compares background with the face. For instance the intensity
of the background left and right of the face is compared to the intensity of the
face. When the background is complex the background left and right of a face
has a high chance to be different and thus has different intensity.

39
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That the quality influences the performance is to be expected, however,
between high and medium quality there is no significant effect, while there is
between medium and low. The performance drop is non-linear, which means
that some essential information is lost between medium and low quality. With
so few pixels as in the low quality condition the faces no longer match the model.

On the encoding the methods reacted differently, Picasa and SNoW per-
formed significantly worse with the MPEG encoding, while there was no sig-
nificant effect for the neural network and the Viola-Jones detector. Although
the method of Picasa is unknown, the fact that no wrong detections are made
suggests that beside looking for patterns it also checks if the colour is right.
As the colour is influenced by the MPEG encoding this might cause the drop
in performance. The other methods work with grayscale images, which should
remove most of the influence from the encoding, however SNoW is still affected.
As the network learned in SNoW is inaccessible it is hard to determine why it
is influenced by the MPEG encoding.

The methods also reacted differently to the viewpoint. Viola-Jones and
Picasa performed significantly worse, while there was no impact on SNoW and
the neural network. For SNoW it is easy to see why it is able to handle the
changes in viewpoint as it uses no fixed ratio between width and height. This
compensates for the distortion caused by the top view. However, the neural
network uses a fixed ratio. One possible explanation would be that the detection
rate is so low that the impact from the viewpoint is just too small.

Finally, the results of the second experiment do not seem to match the
results from the first experiment in which the methods performed far worse.
This is partly because Table 4.2 does not show the results of a combination of
the conditions. At the end of section 4.2 we mention the worst recall and on
which condition this occurred. Still, Picasa does far better in this worst case,
compared to the first experiment. This is hard to explain because we do not
know the inner workings of Picasa, but the colours on the pictures taken seem
to be better compared to the colours on the recordings and this could possibly
cause the very bad performance of Picasa on the recordings.

In a last experiment we attempted to improve the performance of the Viola-
Jones face detector by training it on data from the Restaurant. To obtain suf-
ficient data for training we used semi-online training to train more effectively.
Unfortunately, the performance was very low and did not show clear improve-
ment between sessions. One possible explanation is that there was not enough
positive training data to learn a working model in the first training session.
Without a somewhat working model this approach is unable to improve as it
only adds negative data (or a few positive by chance) and is then still unable to
construct a correct model.

Overall we can conclude that the popular techniques for face detection do not
work very well on the recordings from the Restaurant. Several factors influence
the performance. We analysed their importance the previous section. Picasa
and Viola-Jones work the best, where Picasa works best on the best images
and Viola-Jones outperforms Picasa on the imperfect images. However, the
difference is very small and in the end the high precision of Picasa gives it the
edge. In the next section we will discuss some possibilities to improve the face
detectors so they can handle the features of the Restaurant that hinder the
successful detection.

If the detection of faces is already difficult we expect that person detection is
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even harder as this is already a more difficult problem in simpler environments.
The methods we discussed are probably not sufficient without many additional
measures. Therefore, it seems like a good idea to look at a tracking system that
uses information from other frames to determine the location of a person in one
frame.

5.2 Future Work

Removing the influence from the complex background is not easy, because the
environment needs to keep the current appearance. There are two types of
solution, a software solution would consist of cleaning up the background so
that it would no longer influence the face detectors. A hardware solution would
change something in the setup (other than changing the background) that will
simplify the task for the detectors. In the next two paragraphs we will describe
a few of those solutions.

The hardware solution would include higher quality cameras (or more cam-
eras and all zoomed in further) and maybe an unobtrusive camera at the check-
out. The higher quality images gained from this camera will help, furthermore,
the top-view problem will be removed. This does not solve the background prob-
lem, but if this camera is aimed slightly upwards the Restaurant will no longer
be the background but the ceiling will be and the ceiling is a white, dropped
ceiling. Which is of course far simpler and should help the performance. How-
ever, the slight tilt might introduce problems similar to the top-view problem,
we will address this in a bit when we discuss possibilities to solve the top-view
problem.

A software solution would require a clean up of the background, a possibility
for this is to look at background modelling. We rejected this earlier as a method
for person detection, but it can be used to remove certain parts of the back-
ground that are definitely background. This can be done by training on images
of the background to learn certain patterns that occur only in the background.
Some possibilities could be to look at an edge map and find straight edges or
sharp corners and remove these structures as you will not find such lines in
human faces.

The problem of top view can also be solved in two ways, training on top
view images or unfixing the ratio between height and width. Training is not a
very good solution as the faces are seen at different angles, if people are shorter
or are standing farther away the angle changes. Therefore, relaxing the fixed
ratio is the best option, unfortunately this means that a far larger amount of
subsamples can be taken from a single image. This means that the processing
will take longer and there will probably be more false hits.

It is difficult to conclude anything from the last experiment as the results
appear quite random. In order to properly investigate in the training of a Viola-
Jones detector a new experiment is needed with a much larger set of training
images. Such an experiment could also investigate into the required number of
data for a good result and in the use of semi-online training in combination with
Viola-Jones.
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