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Abstract. In this paper we propose the use of several feature extrac-
tion methods, which have been shown before to perform well for object
recognition, for recognizing handwritten characters, These methods are
the histogram of oriented gradients (HOG), a bag of visual words using
pixel intensity information (BOW), and a bag of visual words using ex-
tracted HOG features (HOG-BOW). These feature extraction algorithms
are compared to other well-known techniques: principal component anal-
ysis, the discrete cosine transform, and the direct use of pixel intensities.
The extracted features are given to three different types of support vector
machines for classification, namely a linear SVM, an SVM with the RBF
kernel, and a linear SVM using L2-regularization. We have evaluated the
six different feature descriptors and three SVM classifiers on three dif-
ferent handwritten character datasets: Bangla, Odia and MNIST. The
results show that the HOG-BOW, BOW and HOG method significantly
outperform the other methods. The HOG-BOW method performs best
with the L2-regularized SVM and obtains very high recognition accura-
cies on all three datasets.

Keywords: Handwritten character recognition, Feature extraction, Bag
of visual words, Histogram of oriented gradients, Support vector ma-
chines

1 Introduction

In this paper we propose the use of several feature descriptors for handwrit-
ten character recognition. Obtaining high accuracies on handwritten character
datasets can be difficult due to several factors such as background noise, many
different types of handwriting, and an insufficient amount of training examples.
Our motivation for this study is to obtain high recognition accuracies for differ-
ent datasets even when there are not many examples in these datasets. There
are currently many character recognition systems which have been tested on the
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standard benchmark MNIST dataset [16]. MNIST consists of isolated handwrit-
ten digits with a size of 28× 28 pixels and contains 60,000 training images and
10,000 test images. Compared to other handwritten datasets such as the Bangla
and Odia character datasets, MNIST is simpler as it contains much more train-
ing examples, the diversity of handwritten digits is smaller in MNIST, and the
number of digits is much smaller than the number of characters in the Odia and
Bangla datasets. Therefore it is not surprising that since the construction of the
MNIST dataset a lot of progress on the best test accuracy has been made.

Currently the best approaches for MNIST make use of deep neural network
architectures [20]. The deep belief network (DBN) [11] has been investigated
for MNIST in [11], where different restricted Boltzmann machines (RBMs) are
stacked on top of each other to construct a DBN architecture. Three hidden
layers are used where the sizes of each layer are 500, 500 and 2000 hidden units,
respectively. The recognition performance with this method is 98.65% on the
MNIST dataset.

In [17], a committee of simple neural networks is proposed for the MNIST
dataset, where three different committee types comprising majority, average and
median committees are combined. Furthermore, deslanted training images are
created by using principal component analysis (PCA) and the elastic deforma-
tions are used to create even more training examples. The trained 9-net commit-
tees obtained 99.61% accuracy on MNIST. This work has been extended in [4]
where 35 convolutional neural networks are trained and combined using a com-
mittee. This approach has obtained an accuracy of on average 99.77%, which is
the best performance on MNIST so far. This technique, however, requires a lot
of training data and also takes a huge amount of time for training for which the
use of GPUs is mandatory.

Although currently many deep learning architectures are used in the com-
puter vision and machine learning community, in [6] an older method from
computer vision, namely the bag of visual words approach [7] was used on the
CIFAR-10 dataset and obtained a high recognition accuracy of 79.6%. This sim-
pler method requires much less parameter tuning and much less computational
time for training the models compared to deep learning architectures. Also many
other feature extraction techniques have been used for different image recognition
problems, such as principal component analysis (PCA) [9], restricted Boltzmann
machines [14], and autoencoders [12].

The cleanliness of MNIST and lack of variation may make MNIST a bad
reference for selecting feature extractor techniques that are suitable for Asian
scripts. Different feature extraction methods have been used for the Bangla and
Odia handwritten character datasets. In [13], the celled projection method is
proposed. The recognition performance obtained on the Bangla digit dataset
was 94.12%. In [21], the image pixel-based method (IMG) which uses directly
the intensities of pixels of the ink trace is used. The IMG is shown to be a
quite powerful method [21] when the training set size is increased and obtained
a recognition accuracy of 96.4% on the Bangla digit dataset.
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Fig. 1: Illustration of the handwritten character datasets. (a) Some examples of
Bangla and (b) Odia handwritten characters and (c) MNIST handwritten digits.

Contributions: In this paper, we propose the use of histograms of oriented
gradients (HOG), bags of visual words using pixel intensities (BOW), and bags
of visual words using HOG (HOG-BOW) for recognizing handwritten characters.
These methods are compared to the direct use of pixel intensities, the discrete
cosine transform (DCT), and PCA on three datasets, namely Bangla, Odia and
MNIST, shown in Fig. 1. There are some challenges in the Bangla and Odia
character datasets, such as the writing styles (e.g., heavy cursivity and arbitrary
tail strokes), as shown in Fig. 2, similar structures of different characters, back-
ground noise, and a lack of a large amount of handwritten character samples. We
have evaluated the six feature extraction techniques with three types of support
vector machines [23] as a classifier, namely a linear SVM, an SVM with a ra-
dial basis function (RBF) kernel, and a linear SVM with L2-norm regularization
(L2-SVM).

The results show that the HOG-BOW method obtains the highest accuracies
on the three handwritten datasets. Also the HOG and BOW feature descriptors
work much better than the more traditional techniques such as PCA, DCT and
the direct use of pixel intensities. The results also show a very high performance
of HOG-BOW with the L2-SVM on the MNIST dataset. Its recognition perfor-
mance is 99.43% without the use of elastic distortions to increase the dataset,
without the use of ensemble learning techniques, and without the need for a
large amount of training time.

Paper outline: This paper is organized in the following way. Section 2 de-
scribes the feature extraction techniques. Section 3 describes the handwritten
character datasets which are used in the experiments. The experimental results
of the feature extraction techniques and the classifiers are presented in Section
4. The conclusion is given in the last section.

2 Feature Extraction Methods

We study different kinds of feature extraction techniques to deal with the hand-
written character datasets as described below.
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Fig. 2: Illustration of the Bangla and Odia handwritten characters, in the first
and second row, respectively. Some examples of (a) heavy cursive and (b) arbi-
trary tail strokes writing styles.

2.1 Image Pixel-Based Method (IMG)

The IMG method directly uses the pixel intensities of the handwritten character
image. It is a simple method to construct a feature vector. In this method, the
character image is resized to a fixed size in pixels [21] and this resulting image
is treated as a feature vector. In this study, a 36×36 pixel resolution is selected,
so that the feature-vector size becomes 1,296 dimensions.

2.2 Principal Component Analysis (PCA)

PCA is a well-known dimensionality reduction method, which extracts an ef-
fective number of uncorrelated variables (called ‘principal components’) from
high-dimensional correlated variables (input data). In fact, a small number of
principal components is sufficient to represent the actual data. Here, eigenvec-
tors are computed from the training data which are used as a model which is
applied on an image to compute the feature vectors. After conducting prelimi-
nary experiments, we have selected 80 eigenvectors for this approach.

2.3 Discrete Cosine Transform (DCT)

The DCT technique transforms the data from a spatial domain (image) into
frequency components using only a cosine function. We use 2D-DCT in our
experiments since 2D-DCT is more suitable for 2D image data. Here, the highest
coefficient values are stored in the upper left and the lowest valued coefficients
are stored in the bottom right of the output array [15]. The highest coefficient
values are extracted in a zigzag form [18] and then represented as feature vectors.
In the experiment, 60 coefficient values were selected in the feature vectors.

2.4 Histograms of Oriented Gradients (HOG)

The HOG descriptor was proposed in [8] for the purpose of human detection
from images. To compute the HOG descriptor, the handwritten character image
is divided into small regions [22], called ‘blocks’, η × η. To compute the hori-
zontal Gx and vertical Gy gradient components at every coordinate x, y of the
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handwritten character image, we use a simple kernel [−1, 0,+1] as the gradient
detector (i.e. Sobel or Prewitt operators) [2].

The gradient detector can be calculated as Gx = f(x+1, y)−f(x−1, y) and
Gy = f(x, y+ 1)− f(x, y− 1), where f(x, y) is the intensity value at coordinate
x, y. The gradient magnitude M and the gradient orientation θ are calculated
as:

M(x, y) =
√
G2

x +G2
y

θ(x, y) = tan−1 Gy

Gx

(1)

Furthermore, the image gradient orientations within each block are weighted
into a specific orientation bin β of the histogram. Then, the HOG descriptors
from all blocks are combined and normalized by applying the L2-norm [8]. In
this experiment, we employed rectangular HOG (R-HOG) with non-overlapping
blocks. The best η and β parameters for recognizing our handwritten character
datasets use 36 rectangular blocks (η = 6) and 9 orientation bins, yielding a
324-dimensional feature vector.

2.5 Bag of Visual Words with Pixel Intensities (BOW)

The bag of visual words [7] has been widely used in computer vision research.
In this approach, local patches that contain local information of the image are
extracted and used as a feature vector. Then, a codebook is constructed by
using an unsupervised clustering algorithm. In [1], some novel visual keyword
descriptors for image categorization are proposed and it was shown that the soft
assignment schemes outperform the more traditional hard assignment methods.
In [6], it was shown that the BOW method outperformed other feature learning
methods such as RBMs and autoencoders. In [5], the method was applied to
text detection and character recognition in scene images. We will now explain
the BOW method consisting of patch extraction, codebook computation, and
feature extraction.

Extracting Patches from the training data The sub-image patches X are
extracted randomly from the unlabeled training images, X = {x1, x2, ..., xN}
where xk ∈ Rp and N is the number of random patches. The size of each patch
is defined as a square with (p = w × w) pixels. In our experiments we used
w = 15, meaning 15× 15 pixel windows are used.

Construction of the codebook The codebook is constructed by clustering
the vectors obtained by randomly selecting patches. Here, the codebook C is
computed by using the K -means clustering method on pixel intensity informa-
tion contained in each patch. Let C = {c1, c2, ..., cK} , c ∈ Rp represent the
codebook [24], where K is the number of centroids. In our experiments we used
400,000 randomly selected patches to compute the codebooks.
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Feature extraction To create the feature vectors for training and testing im-
ages, the soft-assignment coding scheme from [6] is used. This approach uses the
following equation to compute the activity of each cluster given a feature vector
x from a patch:

ik(x) = max {0, µ(s)− sk} (2)

where sk = ‖x− ck‖2 and µ(s) is the mean of the elements of s [6].
The image is split into four quadrants and the activities of each cluster for

each patch in a quadrant are summed up. We use a sliding window on the train
and test images to extract the patches. Because the stride is 1 pixel and the
window size is 15× 15 pixels, the method extracts 484 patches from each image
to compute the cluster activations. The feature vector size is K × 4 and because
we use K = 600 clusters, the feature vectors for the BOW method have 2,400
dimensions.

2.6 Bag of Visual Words with HOG Features (HOG-BOW)

In the previous BOW method, the intensity values in each patch are extracted
and used for clustering. With HOG-BOW, however, feature vectors from patches
are computed by using the state-of-the-art HOG descriptor [8], and then these
feature vectors are used to compute the codebook and the cluster activities.
The HOG descriptor captures the gradient structure of the local shape and may
provide more robust features. In this experiment, the best HOG parameters
used 36 rectangular blocks and 9 orientation bins to compute feature vectors
from each patch. As in BOW, HOG-BOW uses 4 quadrants and 600 centroids,
yielding a 2,400 dimensional feature vector.

3 Handwritten Character Datasets and Pre-Processing

The handwritten character images in the Bangla and Odia datasets were scanned
into digital images at different pixel resolutions. The details of the handwritten
character datasets and pre-processing steps will now be described.

3.1 Bangla Character Dataset

The Bangla basic character consists of 11 vowels and 39 consonants [3]. In the
experiment, the dataset includes 45 classes and contains 5,527 character images.
The dataset is divided into training and test sets, containing 4,627 and 900
samples, respectively. Samples of the Bangla characters are shown in Fig 1(a).

3.2 Odia Character Dataset

The Odia handwritten dataset was collected from 50 writers using a take-note
device. This dataset consists of 47 classes, 4,042 training and 987 test samples.
Some examples of the Odia characters are shown in Fig. 1(b).
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3.3 MNIST Dataset

The standard MNIST dataset [16] is a subset of the NIST dataset. The handwrit-
ten images were normalized to fit into 28×28 pixels. The anti-aliasing technique
is used while normalizing the image. The handwritten images of the MNIST
dataset contain gray levels. The dataset contains 60,000 handwritten training
images and 10,000 handwritten test images, see Fig. 1(c) for some examples.

An overview of the handwritten datasets is given in Table 1.

Table 1: Overview of the handwritten character datasets
Dataset Color Format No. of Writers No. of Classes Train Test

Bangla character Grayscale Multi 45 4,627 900
Odia character Binary 50 47 4,042 987
MNIST Grayscale 250 10 60,000 10,000

3.4 Dataset Pre-processing

In order to prepare the handwritten character images from the Bangla and Odia
datasets, a few pre-processing steps which include background removal, basic
image morphological operations and image normalization are employed. First,
the Bangla handwritten dataset contains different kinds of backgrounds and is
stored in gray-scale images. On the other hand, the Odia handwritten dataset
is stored in binary image format as shown in Fig 1(b). Hence, the background
removal is applied only to the Bangla handwritten dataset. In this study, due to
its simplicity and yet robustness feature, we selected Otsu’s algorithm [19] for
removing background noise and making a binary image.

Next, a basic morphological dilation operation is applied to the binary hand-
written images from the previous step. Finally, many researchers investigated
the effect of scale differences for handwritten character recognition [17]. In this
study, we normalize the handwritten image into 36 × 36 pixels with the aspect
ratio preserved.

4 Experimental Results

We evaluated the feature extraction techniques on the Bangla, Odia and MNIST
datasets by using three different SVM algorithms [23]. We used an SVM with
a linear kernel, an SVM with an RBF kernel and a linear L2-regularized SVM
(L2-SVM) [10]. The results are shown in Table 2, Table 3 and Table 4. In each
table we show the results of the feature extraction techniques with a different
SVM. In all the tables, the results show that the HOG-BOW, the HOG and the
BOW method significantly outperform the other methods. Furthermore, on all 9
experiments the HOG-BOW method performs best (highly significant differences
according to a student’s t-test are indicated in boldface).
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Table 2: Results of training (10-fold cross validation with the standard devia-
tion) and testing recognition performances (%) of the feature descriptors when
combined with the linear SVM.

Algorithms
Bangla dataset Odia dataset MNIST dataset
10-cv Test 10-cv Test 10-cv Test

PCA 54.87 ± 0.20 53.67 56.57 ± 0.32 53.60 93.29 ± 0.02 92.69
DCT 59.33 ± 0.32 52.33 60.77 ± 0.40 54.81 92.51 ± 0.06 91.32
IMG 56.25 ± 0.22 54.33 56.12 ± 0.57 56.23 94.13 ± 0.05 94.58
BOW 77.96 ± 0.21 77.17 79.30 ± 0.34 78.01 98.71 ± 0.02 98.47
HOG 81.17 ± 0.30 80.11 79.86 ± 0.20 80.45 98.62 ± 0.01 99.11
HOG-BOW 82.07 ± 0.24 82.44 81.74 ± 0.49 82.43 99.09 ± 0.03 99.16

In terms of SVM algorithms, we can see different results. Here, the linear
SVM obtains a worse performance compared to the SVM with the RBF kernel.
The linear SVM seems, however, to better handle low dimensional input vectors,
compared to the L2-SVM. The L2-SVM yields significantly better results if high
dimensional feature vectors [10] are used such as with the HOG-BOW and the
BOW method. In fact, the best results have been achieved with the L2-SVM
with the HOG-BOW method. It is followed by the BOW and the HOG method,
respectively. The HOG method outperforms the BOW method when using the
SVM with an RBF kernel (see Table 3). The feature vector size of each feature
extraction technique is shown in Table 4.

Table 3: Results of training (10-fold cross validation with the standard devia-
tion) and testing recognition performances (%) of the feature descriptors when
combined with the SVM with the RBF kernel.

Algorithms
Bangla dataset Odia dataset MNIST dataset
10-cv Test 10-cv Test 10-cv Test

IMG 63.25 ± 0.28 60.00 57.95 ± 0.42 60.28 96.95 ± 0.02 97.27
PCA 64.08 ± 0.30 61.11 60.57 ± 0.57 59.87 96.86 ± 0.02 96.64
DCT 70.18 ± 0.27 61.33 69.91 ± 0.34 63.63 98.18 ± 0.09 97.51
BOW 78.76 ± 0.38 77.17 81.29 ± 0.42 80.65 98.98 ± 0.01 98.97
HOG 83.11 ± 0.25 83.00 82.16 ± 0.27 83.38 99.13 ± 0.01 99.12
HOG-BOW 83.14 ± 0.18 83.33 83.62 ± 0.17 83.56 99.30 ± 0.02 99.35

5 Conclusion

In this paper, we have demonstrated the effectiveness of different feature extrac-
tion techniques from computer vision for handwritten character recognition. We
have shown that the HOG-BOW method combined with an L2-regularized SVM
outperforms all other methods. The obtained accuracies with this method can be
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Table 4: Results of recognition performances (%) of the methods when used with
the L2-SVM.

Algorithms
Feature Handwritten character dataset

dimensionality Test Bangla Test Odia Test MNIST

DCT 60 51.67 56.94 90.84
PCA 80 50.33 53.90 91.02
IMG 1,296 31.33 42.65 91.53
HOG 324 74.89 74.27 98.53
BOW 2,400 86.56 84.60 99.10
HOG-BOW 2,400 87.22 85.61 99.43

considered very high. On the MNIST dataset for example, HOG-BOW combined
with the L2-regularized SVM obtains a recognition accuracy on the test set of
99.43% which is a state-of-the-art performance. The best method for MNIST
[4] uses an ensemble of 35 convolutional neural networks and elastic deforma-
tions to increase the dataset and obtains around 99.77% accuracy. The proposed
HOG-BOW method, however, is much faster, needs less training data and we
have not yet evaluated its performance in an ensemble of different classifiers.

In future work we want to research different ways to improve the HOG-BOW
even more. We are interested in examining other soft assignment coding schemes
to compute cluster activities and we also want to construct an ensemble method
to obtain even higher accuracies.
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