
In: Pro. BENELEARN 2000, 10th Belgian-Duth Conferene on Mahine Learning, 2000The inuene of ommuniation on the hoie to behaveooperativlyK. H. W. J. ten Tussher�, S. H. G. ten Hageny, M. A. Wieringz� Utreht University, Faulty of BiologyPadualaan 8, 3584 CM Utrehty University of Amsterdam, Faulty of Computer SieneKruislaan 403, 1098 SJ Amsterdamz Utreht University, Faulty of Computer SienePadualaan 14, 3584 CM UtrehtAbstratIn this paper we investigate the learning of ooper-ation and ommuniation in a multi agent system.A predator prey pursuit domain is de�ned in whihpredators an learn to both non-ooperatively andooperatively apture prey. We then study the inu-ene of ommuniation on a predator's hoie to o-operate. Communiation will be learned based on itsenhanement of ooperation. We show that the de-veloped ommuniative abilities allow the predatorsto make a more optimal hoie between the oopera-tive and non-ooperative behaviour.1 IntrodutionCooperation is de�ned as the oordinated ating ofagents that are part of a multi agent system. Sineagents are supposedly sel�sh, ooperation is thoughtto our only if pay o�s are involved for all ooper-ating agents, be it immediately and personally or onthe long term and through losely related individuals[Grim, 1996, Brauhli et al., 1999, Cohen et al., 1999,Oliphant, 1994℄. Communiating is most often seenas the exhange of information between a sender andreeiver of an emitted signal [De Jong, 2000a, Aithi-son, 1997℄.It has therefore often been suggested that om-muniation an improve ooperation by serving asa means to oordinate the behaviour of agents[De Jong, 1997, 2000b,a, Tan, 1993, Rooijmans, 2000,Matari�, 1998℄. Researh demonstrating that thisindeed is the ase is often limited to ooperativetasks for whih the ommuniation is neessary, whilethe ommuniation often is prewired [De Jong, 1997,2000b, Matari�, 1997℄.

In researh investigating the origins of ommuni-ation it is often assumed that the ommuniation isadvantageous on its own. In other words, the goalof ommuniation is to understand and be under-stood [Steels, 1996, 1997, De Jong, 2000a℄. Under thisassumption, ommuniation an be shown to arisethrough learning or evolution in groups of interat-ing agents.We felt that it would be more realisti to ombinethe two above mentioned approahes when studyingthe inuene of ommuniation on ooperation. Wetherefore foussed on the ontribution of a learnedommuniation system to a ooperative task that anbe performed onsiderably well without ommunia-tion. The learning of the ommuniation is oupledto the ontribution it makes to ooperation. Commu-niation will thus only arise if it is able to ontributeto ooperation.In addition we will not investigate the inueneof ommuniation on a stand alone ooperative task,but instead study the inuene of ommuniation onthe hoie to behave ooperatively or not. We hy-pothesise that if ommuniation enhanes oopera-tion, it will also bias the hoie between a ooperativeand alternative, non-ooperative behaviour towardsthe ooperative behaviour.In setion 2 we will disuss the set up of our modeland the used learning algorithm. Setion 3 desribesthe arhiteture of our agents. In setion 4 we formu-late a hypothesis about the extent to whih ommu-niation is expeted to inuene the hoie betweenooperative and non-ooperative behaviour. In se-tion 5 outomes of the model are demonstrated. Inthe disussion of setion 6 these results are explainedand in setion 7 general onlusions are drawn. Se-tion 8 onludes with some proposed future researh.



2 Model set up2.1 Problem domainAs a problem domain we take a predator prey pur-suit domain. The problem domain is relatively simpleand has already been used by others to study the in-uene of ommuniation on ooperation [Tan, 1993,De Jong, 1997, 2000b℄.In general terms a predator prey pursuit domainonsists of a world inhabited by predators and preyin whih the former should try and ath the lat-ter. We used a disretised grid world of size 20 times20. Torus boundary onditions (joining of left andright borders and upper and lower borders) are im-plemented to avoid boundary e�ets to interfere withthe learning proess .The prey move around in a random fashion andan therefore be onsidered as part of the world. Too�er the predators a hoie between behaving ooper-atively or not, the domain is inhabited by small preythat an be aptured by a single predator standingnext to it and large prey that need to be aptured bytwo ooperating predators standing next to it.2.2 AgentsThe predators have a square loal pereptual �eldthat allows them to pereive the world around them.To limit the number of possible input states, situ-ations requiring the predators to perform the sameor similar ations are mapped to a single input state(state aggregation). Here generalisation is ahievedby subdividing the pereptual �eld of the predatorsinto four partially overlapping square tiles spanningan area from the position oupied by the predator toone of the orners of it's pereptual �eld. Instead ofdistinguishing per single grid position whih agentsare present, we do so per tile. As a onsequene, sit-uations in whih prey or olleague predators are posi-tioned in a similar diretion but at di�erent distanes
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Figure1. State aggregation: by subdividing the perep-tual �eld into four equally large partially overlapping tilessituations in whih a prey or predator oupies positionA and situations in whih a similar type of agent oupiesposition B are mapped to the same input state.

are mapped to a single input state (see �gure 1). Fora preise desription of the derivation of the di�erentpossible input states we refer to Ten Tussher [2000℄.The ation set of the predators onsists of making amove to the North, South, East or West. In addition,ommuniating predators an also emit a signal '0' or'1'. Suesfull behaviour, that is behaviour that leadsto the apturing of a prey, is rewarded.To allow the predators to learn to map their inputsto ations in suh a way that they apture as muhprey as possible Q-learning [Watkins, 1989, Watkinsand Dayan, 1992℄ is used.2.3 Q-learningThe basi idea of Q-learning is to de�ne the qualityof a state ation pair as the expeted sum of rewardsreeived when performing an ation in a state andapply the poliy (input ation mapping) from thenon:Q�(s; a) =Xs0 T (s; a; s0)(R(s; a; s0) + V �(s0)) (1)wheres: urrent states0 : next statea: ation�: poliy: disount fatorT : state transition probability funtionR: expetany value of rewardQ�(s; a): state ation quality valueV �(s) = maxaQ�(s; a): state valueWe would like a fast solution to be preferred over aslow one. In other words we would like the predatorsto prefer an ation leading to the immediate aptur-ing of a prey over an ation requiring �ve more ationsbefore a prey an be aptured. To ahieve this a dis-ounted sum of expeted future rewards is optimised.In typial appliations of Q-learning we do notknow R but only know the atually reeived rewardr. In addition, we do not know T but only the a-tually ourring next state s0 . By exploring di�erentpossible ations and experiening feedbak from theenvironment, Q-values an be approximated.It an be proven that by using the following up-date rule and dereasing the learning parameter �appropriately, the weighted sum of values for the dif-ferent possible next states and rewards is omputed



aurately:Q�(s; a) = Q�(s; a)+�(r+ V �(s0)�Q�(s; a)) (2)The Q-values an then be used to selet the optimalation: the ation with the highest Q-value. Theoptimal ations for all possible input states togetheronstitute the optimal poliy.3 Agent arhiteture3.1 Non-ommuniating predators
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r2Figure2. Arhiteture of non-ommuniating predators.Meaning of the used symbols: S: input state, Q: Q tableor expert, A: ation and r: reward.In �gure 2 the arhiteture of non-ommuniatingpredators is depited. A non-ommuniating preda-tor onsists of two separate experts or Q-tables, re-sponsible for learning the two separate tasks. Theexpert responsible for apturing small prey (Q1) ob-serves whether small prey (S1) are present, while theexpert responsible for apturing large prey (Q2) seeswhether large prey and olleague predators (S2), bothneeded for eÆiently apturing large prey, are present[Tan, 1993℄.The expert with the highest variane in Q-valuesdeides whih move is made. The idea behind thisis as follows: imagine that one of the experts hasQ-values that are approximately equal for all possi-ble ations while the other expert has Q-values thatare widely di�erent for the di�erent possible ations.Obviously, for the �rst expert it hardly makes a dif-ferene whih ation is taken, while for the seondexpert some ations would be far better to performthan others. By letting the expert with the highestvariane deide, the seond expert gets to deide whatto do. The variane thus more or less reets how im-portant it is for a partiular expert to get to deide

whih move is made. It should however be noted thatthis is true one a task has been aurately learned,but that this is not neessarily the ase during learn-ing.The expert being in harge is updated aording tothe reward reeived for the partiular task that expertis onerned with (r1, no r1 or r2, no r2). In otherwords, if a predator "intended" to apture a largeprey, but \aidentally" aptured a small prey, thethus reeived reward will not be used as an erroneoussignal to update the large prey expert. This is doneto avoid interferene ourring between the learningof the two di�erent tasks.3.2 Communiating predatorsFor ommuniation to enhane ooperation, the in-formation that is being ommuniated should be rele-vant for the ooperative task and should not be avail-able to the predators without ommuniation. Wehoose to let our predators ommuniate about thepresene of large prey: a predator not pereiving alarge prey signals '0' while a predator that does per-eive a large prey signals '1'.However, for the ommuniation to be of any inu-ene on the ooperative task, the predators have tobe able to interpret eah others signalling behaviourand use it for their deision whih move is to be made.This requires an extension of the predator arhite-ture desribed in the previous setion.
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Figure3. Arhiteture of ommuniating predators.Meaning of the used symbols: S: input state, Q: Q ta-ble or expert, A: ation and r: reward.Figure 3 shows the arhiteture of ommuniatingpredators. For the task of apturing small prey therestill is a single visual expert (Q1) pereiving smallprey. For the task of apturing large prey there noware two experts, a visual expert seeing both large preyand olleague predators (Q2s) that orresponds to the



single expert present in non-ommuniating preda-tors (Q2) and an auditive expert hearing olleaguessignalling '0' and olleagues signalling '1' (Q2h). Thehighest variane method is here used �rst to deidewhether the visual or auditive information is mostrelevant for the task of apturing large prey and thento deide whether the predator is going after small orlarge prey.4 Hypothesised ontribution ofommuniationAs the visual and auditive pereptual �elds areequally large, predators see and hear their olleaguepredators at the same time. For the large prey preda-tors ommuniate about, the e�etive pereptual �eldgets enlarged: one a predator has learned how tointerpret his olleagues' signalling behaviour it andedue the presene of large prey that he an notsee but that is seen and ommuniated about by hisnearby olleague. Communiation an thus providefor extra information.In most situations, visual information will be suf-�ient to make a well informed hoie between theooperative and non-ooperative task. If however asmall prey and a olleague predator are pereived it ishard to deide what to do based on only visual infor-mation. In this kind of situations the extra auditiveinformation beomes relevant. It then might be bestto go after the small prey if the predator signals '0'(it does not pereive a large prey), while it is best toteam up with the predator if it signals '1' (it pereivesa large prey).From this it follows that the ontribution of om-muniation to the quality of and hoie for oop-eration will be limited to a subset of situations inwhih ommuniation is able to provide for extrarelevant information. The question thus beomeswhether ommuniation ontributes enough for it tobe learned and used and perhaps even inuene thehoie made between behaving ooperatively or not.5 Experiments5.1 Model settingsIn order for ommuniation to ontribute to ooper-ation at all, irumstanes need to be suh that theommuniation indeed provides for relevant extra in-formation. If the grid world is rowded with largeprey and all predators see one, ommuniating aboutthe presene of large prey is not very informative. If

the density of large prey however is suh that approx-imately half of the predators pereive a large preyand half of them does not, ommuniating about thepresene of large prey beomes meaningful.To make the irumstanes in our model �t thelatter riteria, the grid world of size 20 times 20 willbe inhabited by 8 predators, 4 large prey and, foromparison reasons, also 4 small prey. To ompensatefor the fat that the apturing of large prey is moreomplex and therefore harder to learn, the large preyreward is made 5 times as large as the small preyreward.5.2 Non-ommuniating predatorsFirst we heked whether the non-ommuniatingpredators are able to learn to apture both types ofprey and learn to hose between these two tasks.Beause of the random movement of the prey, itis not very easy to evaluate the poliies learned bythe predators based on the number of aptured preyper unit of time. Therefore, we had to evaluate thelearned poliies di�erently. Beause of the relativesimpliity of the two tasks it is easy to de�ne whatare neessary prerequisites for the tasks to be aom-plished. To apture a small prey, a predator has tobe able to approah a small prey. To ooperativelyapture a large prey, a predator has to be able toapproah both large prey and olleague predators.The perentage of situations in whih the small preyexpert approahes small prey and the tendeny ofthe large prey expert to approah large prey and ol-league predators an thus be taken as a quality mea-sure of the learned behaviour.It should be kept in mind that these tendenies re-et the quality of a partiular expert at performinga partiular task, but that they do not reet how of-ten a task atually is performed. To gain insight intothe latter aspet, we measure the perentage of situa-tions in whih a partiular expert deides whih moveis to be made. Only situations in whih both expertsreeive input are onsidered. The turn taking of thetwo experts then reets a predator's preferene forthe two behaviours in situations in whih either oneof them ould be performed.In �gure 4(a) the development of the tendeniesto approah the di�erent types of agents during theproess of learning are shown. The tendenies anbe seen to stabilise after an initial period of inrease.The small prey expert approahes small prey in ap-proximately 83 perent of the situations, whereas thelarge prey expert approah olleague predators in 73perent of the situations and large prey in 98 perent
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(b) Deision behaviour developed by non-ommuniating predators.Figure4. Tendenies and deision behaviour developedby non-ommuniating predators. Results are averagedover multiple, seperately learning predators.of the situations. The preferene developed for largeprey over olleague predators an be explained as fol-lows: to apture a large prey both a large prey anda olleague predator are needed. As olleagues aremore numerous than large prey it is more likely for apredator to bump into a olleague one it has trakeddown a large prey than the other way around. Ap-proahing large prey thus has priority over approah-ing olleagues.In �gure 4(b) the development of the turn tak-ing of the di�erent experts during the learning pro-ess is shown. For non-ommuniating predators theturn taking of the visual small and large prey ex-pert reet a predators preferene for behaving non-

ooperatively or ooperatively, respetively. The �g-ure shows that approximately 85 perent of the dei-sions are made by the visual large prey expert. Thepredators thus show a lear preferene for the oop-erative behaviour.5.3 Communiating predatorsNow we will study whether ommuniating predatorsare able to learn both tasks and learn to hoose be-tween them. We also investigate whether the preda-tors learn to use the ommuniated information toenhane their abilities to apture large prey and makea better informed hoie between the non-ooperativeand ooperative behaviour.To see whether the predators learn to distinguishbetween predators signalling '0' and predators sig-nalling '1' and hene learn to interpret eah otherssignalling behaviour, we measure the auditive largeprey experts' tendeny to approah olleagues sig-nalling '0' and olleagues signalling '1'. In additionwe measure how often this expert is in harge to de-ide whih move is made.Figure 5(a) shows the development of the tenden-ies to approah the di�erent ategories of agents.The tendenies to approah small prey, large preyand olleague predators develop similar to the ones innon-ommuniating predators. In addition the preda-tors develop a preferene for olleagues signalling '1'over olleagues signalling '0'. From the �gure it be-omes lear that these latter tendenies develop on afar slower time sale than the tendenies to approahsmall prey, large prey and olleagues.Figure 5(b) shows the development of the turn tak-ing of the di�erent experts. For the ommuniatingpredators, the visual and auditive large prey experttogether are responsible for the deision to ooper-ate. From �gure 5(b) it follows that the auditivelarge prey expert makes only a minor ontributionto the deision to behave ooperatively. The visuallarge prey expert deides in approximately 88 perentof the situations. So not only does the extra auditivelarge prey expert make a ontribution to ooperation,also the visual large prey expert makes a larger on-tribution to ooperation than was the ase withoutommuniation.5.4 The inuene of ommuniationIn the previous two setions predators ould be seento develop a preferene for ooperative behaviour fora situation in whih ooperatively apturing a largeprey was 5 times more rewarding than apturing asmall prey. Here we will study in more detail the
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(b) Deision behaviour developed by ommu-niating predators.Figure5. Tendenies and deision behaviour developedby ommuniating predators. Results are averaged overmultiple, seperately learning predators.dependene of predators preferenes on the relativerewards reeived for the apturing of the two preytypes.We de�ne the reward ratio as the large prey re-ward divided by the small prey reward. Given thefat that apturing large prey is more omplex thanapturing small prey we expet a predators prefereneto swith from the non-ooperative to the ooperativebehaviour for a reward ratio larger than 1. We willfurthermore study the inuene of ommuniation onthe relationship between preferene and reward ratio.We plotted the perentage of situations in whihthe di�erent experts are in harge for both non-ommuniating and ommuniating predators as a

funtion of the reward ratios (see �gure 6). Theseturn taking perentages are the �nal outomes of thelearning proess.
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Figure6. Comparison of the hoie made by the preda-tors to behave ooperatively or not for predators with andwithout the ability to ommuniate.In non-ommuniating predators the visual smallprey expert is responsible for the non-ooperative be-haviour (non-oop., without om.) and the visuallarge prey expert is responsible for the ooperativebehaviour (oop., without om.). The dominane inturn taking of these two experts swithes for a rewardratio of 1.9.In ommuniating predators a visual and audi-tive large prey expert are together responsible forthe hoie to behave ooperatively (oop., visual,with om and oop., auditive, with om respe-tively). To allow a omparison between the pref-erene of non-ommuniating and ommuniatingpredators for ooperative the turn taking of these ex-perts are summed (oop., sum, with om.).The auditive large prey expert makes a minorand approximately onstant ontribution to the de-ision to behave ooperatively in ommuniating ex-perts. The dominane in turn taking swithes fromthe visual small prey to the visual large prey ex-pert, similar to what an be observed for non-ommuniating predators. There are however threedi�erenes between the turn taking of the visual smalland large prey experts in ommuniating and non-ommuniating predators. First of all, for low largeprey rewards, ommuniating predators hoose a bitmore often to not ooperate. Seond, for high largeprey rewards, ommuniating predators hoose a bitmore often to ooperate. Third, with ommuniation



the swith from predominantly non-ooperative be-haviour to predominantly ooperative behaviour o-urs for a somewhat lower large prey reward.6 DisussionThe non-ommuniating and ommuniating preda-tors show omparable inreases in their tendenies toapproah small prey, large prey and olleague preda-tors. This implies that the two types of predatorshave learned equally well to apture small and largeprey based on visual information.In addition the predators augmented with ommu-niative abilities develop a preferene for olleaguessignalling '1' over olleagues signalling '0'. This im-plies that predators learn to interpret eah other sig-nalling behaviour. From the turn taking of the dif-ferent experts it follows that the ommuniated infor-mation is used in only a small set of rare situationswhere this extra information an help to resolve adilemma suh as whether a olleague or a small preyshould be approahed (see setion 4). This also ex-plains why the tendenies to approah olleagues sig-nalling '0' and olleagues signalling '1' develop on amuh slower time sale.In spite of the small ontribution made to oop-eration by the auditive expert, ommuniation doesinuene the turn taking of the ooperative and non-ooperative behaviour. This inuene an be under-stood as follows: by inorporating ommuniationertain ompliated situations are left to be resolvedby the auditive large prey expert. As a onsequene,not only an a better informed deision be taken inthose situations, it also allows the visual expert to betrained exlusively on situations in whih visual in-formation is suÆient. This auses the visual expertto experiene more onsistent feedbak form the envi-ronment allowing it to funtion more aurately. Asa onsequene the turn taking between visual smallprey expert and visual large prey expert is dividedmore optimally.7 ConlusionsWe have shown that predators an learn to aptureboth small and large prey using only visual infor-mation. We have also shown that ommuniation islearned and used despite the fat that it only providesfor extra information relevant for ommuniation ina limited number of situations. Communiation anthus be shown to arise not only if it is assumed tobe advantageous on its own but also if it provides for

only a slight improvement of a partiular behaviour.We have furthermore shown that ommuniationallows for a better informed hoie between oopera-tive and non-ooperative behaviour. By taking overontrol in a limited number of situations where it anprovide for extra information the auditive large preyexpert not only allows for a better informed hoie inthose situations, but also allows the visual large preyexpert to speialise on situations in whih visual in-formation is suÆient. The more aurate funtion-ing of the visual large prey expert results in less o-operation if ooperation pay o�s are low and moreooperation if ooperation pay o�s are high. Com-muniation an thus be shown to provide extra in-formation relevant for the deision whether or not toooperate in a subset of the ourring situations.8 Future workOne possible extension of our model would be tovary the number of predators needed to apture alarge prey. By inreasing the number of preda-tors needed for suesfull ooperation, ooperation ismade more omplex. It would be interesting to inves-tigate whether ommuniation then an play a moreimportant role in oordinating ooperation and opti-mising the hoie between apturing large and smallprey.Another possible extension would be to let thepredators learn both the signalling and the interpre-tation of eah others signalling behaviour instead ofonly the latter. Beause of the restrited ontributionommuniation an make to ooperation, we expetthis omplete learning of the ommuniation to takevery long. A solution to this problem would be tohoose a task to whih ommuniation an make amore important ontribution. This would allow om-muniation to be learned faster.ReferenesJ. Aithison. De sprekende aap, translated from: TheSeeds of Speeh, Language Origin and Evolution.Het Spetrum, 1997.K. Brauhli, T. Killingbak, and M. Doebeli. Evolu-tion of Cooperation in Spatially Strutured Popu-lations. Journal of Theoretial Biology, 1999.M. D. Cohen, R. L. Riolo, and R. Axelrod. TheEmergene of Soial Organization in the Prisoner'sDilemma: How Context Preservation and other
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