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Abstract

In this paper we investigate the learning of cooper-
ation and communication in a multi agent system.
A predator prey pursuit domain is defined in which
predators can learn to both non-cooperatively and
cooperatively capture prey. We then study the influ-
ence of communication on a predator’s choice to co-
operate. Communication will be learned based on its
enhancement of cooperation. We show that the de-
veloped communicative abilities allow the predators
to make a more optimal choice between the coopera-
tive and non-cooperative behaviour.

1 Introduction

Cooperation is defined as the coordinated acting of
agents that are part of a multi agent system. Since
agents are supposedly selfish, cooperation is thought
to occur only if pay offs are involved for all cooper-
ating agents, be it immediately and personally or on
the long term and through closely related individuals
[Grim, 1996, Brauchli et al., 1999, Cohen et al., 1999,
Oliphant, 1994]. Communicating is most often seen
as the exchange of information between a sender and
receiver of an emitted signal [De Jong, 2000a, Aitchi-
son, 1997].

It has therefore often been suggested that com-
munication can improve cooperation by serving as
a means to coordinate the behaviour of agents
[De Jong, 1997, 2000b,a, Tan, 1993, Rooijmans, 2000,
Matari¢, 1998]. Research demonstrating that this
indeed is the case is often limited to cooperative
tasks for which the communication is necessary, while
the communication often is prewired [De Jong, 1997,
2000b, Matarié¢, 1997].

In research investigating the origins of communi-
cation it is often assumed that the communication is
advantageous on its own. In other words, the goal
of communication is to understand and be under-
stood [Steels, 1996, 1997, De Jong, 2000a]. Under this
assumption, communication can be shown to arise
through learning or evolution in groups of interact-
ing agents.

We felt that it would be more realistic to combine
the two above mentioned approaches when studying
the influence of communication on cooperation. We
therefore focussed on the contribution of a learned
communication system to a cooperative task that can
be performed considerably well without communica-
tion. The learning of the communication is coupled
to the contribution it makes to cooperation. Commu-
nication will thus only arise if it is able to contribute
to cooperation.

In addition we will not investigate the influence
of communication on a stand alone cooperative task,
but instead study the influence of communication on
the choice to behave cooperatively or not. We hy-
pothesise that if communication enhances coopera-
tion, it will also bias the choice between a cooperative
and alternative, non-cooperative behaviour towards
the cooperative behaviour.

In section 2 we will discuss the set up of our model
and the used learning algorithm. Section 3 describes
the architecture of our agents. In section 4 we formu-
late a hypothesis about the extent to which commu-
nication is expected to influence the choice between
cooperative and non-cooperative behaviour. In sec-
tion 5 outcomes of the model are demonstrated. In
the discussion of section 6 these results are explained
and in section 7 general conclusions are drawn. Sec-
tion 8 concludes with some proposed future research.



2 Model set up

2.1 Problem domain

As a problem domain we take a predator prey pur-
suit domain. The problem domain is relatively simple
and has already been used by others to study the in-
fluence of communication on cooperation [Tan, 1993,
De Jong, 1997, 2000b].

In general terms a predator prey pursuit domain
consists of a world inhabited by predators and prey
in which the former should try and catch the lat-
ter. We used a discretised grid world of size 20 times
20. Torus boundary conditions (joining of left and
right borders and upper and lower borders) are im-
plemented to avoid boundary effects to interfere with
the learning process .

The prey move around in a random fashion and
can therefore be considered as part of the world. To
offer the predators a choice between behaving cooper-
atively or not, the domain is inhabited by small prey
that can be captured by a single predator standing
next to it and large prey that need to be captured by
two cooperating predators standing next to it.

2.2 Agents

The predators have a square local perceptual field
that allows them to perceive the world around them.
To limit the number of possible input states, situ-
ations requiring the predators to perform the same
or similar actions are mapped to a single input state
(state aggregation). Here generalisation is achieved
by subdividing the perceptual field of the predators
into four partially overlapping square tiles spanning
an area from the position occupied by the predator to
one of the corners of it’s perceptual field. Instead of
distinguishing per single grid position which agents
are present, we do so per tile. As a consequence, sit-
uations in which prey or colleague predators are posi-
tioned in a similar direction but at different distances

Figurel. State aggregation: by subdividing the percep-
tual field into four equally large partially overlapping tiles
situations in which a prey or predator occupies position
A and situations in which a similar type of agent occupies
position B are mapped to the same input state.

are mapped to a single input state (see figure 1). For
a precise description of the derivation of the different
possible input states we refer to Ten Tusscher [2000].

The action set of the predators consists of making a
move to the North, South, East or West. In addition,
communicating predators can also emit a signal '0’ or
"1’. Succesfull behaviour, that is behaviour that leads
to the capturing of a prey, is rewarded.

To allow the predators to learn to map their inputs
to actions in such a way that they capture as much
prey as possible Q-learning [Watkins, 1989, Watkins
and Dayan, 1992] is used.

2.3 Q-learning

The basic idea of Q-learning is to define the quality
of a state action pair as the expected sum of rewards
received when performing an action in a state and
apply the policy (input action mapping) from then
on:

Q"(s,a) =Y T(s,a,s )(R(s,a,s ) +4V"(s)) (1)
where

s: current state

s': next state

a: action

m: policy

~: discount factor

T': state transition probability function
R: expectancy value of reward

Q7 (s,a): state action quality value

V7™ (s) = max, Q™ (s,a): state value

We would like a fast solution to be preferred over a
slow one. In other words we would like the predators
to prefer an action leading to the immediate captur-
ing of a prey over an action requiring five more actions
before a prey can be captured. To achieve this a dis-
counted sum of expected future rewards is optimised.

In typical applications of Q-learning we do not
know R but only know the actually received reward
r. In addition, we do not know 7" but only the ac-
tually occurring next state s. By exploring different
possible actions and experiencing feedback from the
environment, Q-values can be approximated.

It can be proven that by using the following up-
date rule and decreasing the learning parameter «
appropriately, the weighted sum of values for the dif-
ferent possible next states and rewards is computed



accurately:

QW(S,G,) _Qﬂ—(sva’)) (2)

The Q-values can then be used to select the optimal
action: the action with the highest Q-value. The
optimal actions for all possible input states together
constitute the optimal policy.

= Q" (s,a) +a(r +7V7(s)

3 Agent architecture

3.1 Non-communicating predators

SL—» Ql —A A/
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Figure2. Architecture of non-communicating predators.
Meaning of the used symbols: S: input state, Q: Q table
or expert, A: action and r: reward.

In figure 2 the architecture of non-communicating
predators is depicted. A non-communicating preda-
tor consists of two separate experts or Q-tables, re-
sponsible for learning the two separate tasks. The
expert responsible for capturing small prey (Q1) ob-
serves whether small prey (S1) are present, while the
expert responsible for capturing large prey (Q2) sees
whether large prey and colleague predators (S2), both
needed for efficiently capturing large prey, are present
[Tan, 1993].

The expert with the highest variance in Q-values
decides which move is made. The idea behind this
is as follows: imagine that one of the experts has
Q-values that are approximately equal for all possi-
ble actions while the other expert has Q-values that
are widely different for the different possible actions.
Obviously, for the first expert it hardly makes a dif-
ference which action is taken, while for the second
expert some actions would be far better to perform
than others. By letting the expert with the highest
variance decide, the second expert gets to decide what
to do. The variance thus more or less reflects how im-
portant it is for a particular expert to get to decide

which move is made. It should however be noted that
this is true once a task has been accurately learned,
but that this is not necessarily the case during learn-
ing.

The expert being in charge is updated according to
the reward received for the particular task that expert
is concerned with (rl, no rl or r2, no r2). In other
words, if a predator "intended” to capture a large
prey, but “accidentally” captured a small prey, the
thus received reward will not be used as an erroneous
signal to update the large prey expert. This is done
to avoid interference occurring between the learning
of the two different tasks.

3.2 Communicating predators

For communication to enhance cooperation, the in-
formation that is being communicated should be rele-
vant for the cooperative task and should not be avail-
able to the predators without communication. We
choose to let our predators communicate about the
presence of large prey: a predator not perceiving a
large prey signals '0’ while a predator that does per-
ceive a large prey signals '1’.

However, for the communication to be of any influ-
ence on the cooperative task, the predators have to
be able to interpret each others signalling behaviour
and use it for their decision which move is to be made.
This requires an extension of the predator architec-
ture described in the previous section.

i
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Figure3. Architecture of communicating predators.
Meaning of the used symbols: S: input state, Q: Q ta-
ble or expert, A: action and r: reward.

Figure 3 shows the architecture of communicating
predators. For the task of capturing small prey there
still is a single visual expert (Q1) perceiving small
prey. For the task of capturing large prey there now
are two experts, a visual expert seeing both large prey
and colleague predators (Q2s) that corresponds to the



single expert present in non-communicating preda-
tors (Q2) and an auditive expert hearing colleagues
signalling ’0’ and colleagues signalling 1’ (Q2h). The
highest variance method is here used first to decide
whether the visual or auditive information is most
relevant for the task of capturing large prey and then
to decide whether the predator is going after small or
large prey.

4 Hypothesised contribution of
communication

As the visual and auditive perceptual fields are
equally large, predators see and hear their colleague
predators at the same time. For the large prey preda-
tors communicate about, the effective perceptual field
gets enlarged: once a predator has learned how to
interpret his colleagues’ signalling behaviour it can
deduce the presence of large prey that he can not
see but that is seen and communicated about by his
nearby colleague. Communication can thus provide
for extra information.

In most situations, visual information will be suf-
ficient to make a well informed choice between the
cooperative and non-cooperative task. If however a
small prey and a colleague predator are perceived it is
hard to decide what to do based on only visual infor-
mation. In this kind of situations the extra auditive
information becomes relevant. It then might be best
to go after the small prey if the predator signals ’0’
(it does not perceive a large prey), while it is best to
team up with the predator if it signals "1’ (it perceives
a large prey).

From this it follows that the contribution of com-
munication to the quality of and choice for coop-
eration will be limited to a subset of situations in
which communication is able to provide for extra
relevant information. The question thus becomes
whether communication contributes enough for it to
be learned and used and perhaps even influence the
choice made between behaving cooperatively or not.

5 Experiments

5.1 Model settings

In order for communication to contribute to cooper-
ation at all, circumstances need to be such that the
communication indeed provides for relevant extra in-
formation. If the grid world is crowded with large
prey and all predators see one, communicating about
the presence of large prey is not very informative. If

the density of large prey however is such that approx-
imately half of the predators perceive a large prey
and half of them does not, communicating about the
presence of large prey becomes meaningful.

To make the circumstances in our model fit the
latter criteria, the grid world of size 20 times 20 will
be inhabited by 8 predators, 4 large prey and, for
comparison reasons, also 4 small prey. To compensate
for the fact that the capturing of large prey is more
complex and therefore harder to learn, the large prey
reward is made 5 times as large as the small prey
reward.

5.2 Non-communicating predators

First we checked whether the non-communicating
predators are able to learn to capture both types of
prey and learn to chose between these two tasks.

Because of the random movement of the prey, it
is not very easy to evaluate the policies learned by
the predators based on the number of captured prey
per unit of time. Therefore, we had to evaluate the
learned policies differently. Because of the relative
simplicity of the two tasks it is easy to define what
are necessary prerequisites for the tasks to be accom-
plished. To capture a small prey, a predator has to
be able to approach a small prey. To cooperatively
capture a large prey, a predator has to be able to
approach both large prey and colleague predators.
The percentage of situations in which the small prey
expert approaches small prey and the tendency of
the large prey expert to approach large prey and col-
league predators can thus be taken as a quality mea-
sure of the learned behaviour.

It should be kept in mind that these tendencies re-
flect the quality of a particular expert at performing
a particular task, but that they do not reflect how of-
ten a task actually is performed. To gain insight into
the latter aspect, we measure the percentage of situa-
tions in which a particular expert decides which move
is to be made. Only situations in which both experts
receive input are considered. The turn taking of the
two experts then reflects a predator’s preference for
the two behaviours in situations in which either one
of them could be performed.

In figure 4(a) the development of the tendencies
to approach the different types of agents during the
process of learning are shown. The tendencies can
be seen to stabilise after an initial period of increase.
The small prey expert approaches small prey in ap-
proximately 83 percent of the situations, whereas the
large prey expert approach colleague predators in 73
percent of the situations and large prey in 98 percent
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Figured. Tendencies and decision behaviour developed
by non-communicating predators. Results are averaged
over multiple, seperately learning predators.

of the situations. The preference developed for large
prey over colleague predators can be explained as fol-
lows: to capture a large prey both a large prey and
a colleague predator are needed. As colleagues are
more numerous than large prey it is more likely for a
predator to bump into a colleague once it has tracked
down a large prey than the other way around. Ap-
proaching large prey thus has priority over approach-
ing colleagues.

In figure 4(b) the development of the turn tak-
ing of the different experts during the learning pro-
cess is shown. For non-communicating predators the
turn taking of the visual small and large prey ex-
pert reflect a predators preference for behaving non-

cooperatively or cooperatively, respectively. The fig-
ure shows that approximately 85 percent of the deci-
sions are made by the visual large prey expert. The
predators thus show a clear preference for the coop-
erative behaviour.

5.3 Communicating predators

Now we will study whether communicating predators
are able to learn both tasks and learn to choose be-
tween them. We also investigate whether the preda-
tors learn to use the communicated information to
enhance their abilities to capture large prey and make
a better informed choice between the non-cooperative
and cooperative behaviour.

To see whether the predators learn to distinguish
between predators signalling '0’ and predators sig-
nalling ’1’ and hence learn to interpret each others
signalling behaviour, we measure the auditive large
prey experts’ tendency to approach colleagues sig-
nalling '0’ and colleagues signalling '1’. In addition
we measure how often this expert is in charge to de-
cide which move is made.

Figure 5(a) shows the development of the tenden-
cies to approach the different categories of agents.
The tendencies to approach small prey, large prey
and colleague predators develop similar to the ones in
non-communicating predators. In addition the preda-
tors develop a preference for colleagues signalling "1’
over colleagues signalling '0’. From the figure it be-
comes clear that these latter tendencies develop on a
far slower time scale than the tendencies to approach
small prey, large prey and colleagues.

Figure 5(b) shows the development of the turn tak-
ing of the different experts. For the communicating
predators, the visual and auditive large prey expert
together are responsible for the decision to cooper-
ate. From figure 5(b) it follows that the auditive
large prey expert makes only a minor contribution
to the decision to behave cooperatively. The visual
large prey expert decides in approximately 88 percent
of the situations. So not only does the extra auditive
large prey expert make a contribution to cooperation,
also the visual large prey expert makes a larger con-
tribution to cooperation than was the case without
communication.

5.4 The influence of communication

In the previous two sections predators could be seen
to develop a preference for cooperative behaviour for
a situation in which cooperatively capturing a large
prey was 5 times more rewarding than capturing a
small prey. Here we will study in more detail the
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Figure5. Tendencies and decision behaviour developed
by communicating predators. Results are averaged over
multiple, seperately learning predators.

dependence of predators preferences on the relative
rewards received for the capturing of the two prey
types.

We define the reward ratio as the large prey re-
ward divided by the small prey reward. Given the
fact that capturing large prey is more complex than
capturing small prey we expect a predators preference
to switch from the non-cooperative to the cooperative
behaviour for a reward ratio larger than 1. We will
furthermore study the influence of communication on
the relationship between preference and reward ratio.

We plotted the percentage of situations in which
the different experts are in charge for both non-
communicating and communicating predators as a

function of the reward ratios (see figure 6). These
turn taking percentages are the final outcomes of the
learning process.
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Figure6. Comparison of the choice made by the preda-
tors to behave cooperatively or not for predators with and
without the ability to communicate.

In non-communicating predators the visual small
prey expert is responsible for the non-cooperative be-
haviour (non-coop., without com.) and the visual
large prey expert is responsible for the cooperative
behaviour (coop., without com.). The dominance in
turn taking of these two experts switches for a reward
ratio of 1.9.

In communicating predators a visual and audi-
tive large prey expert are together responsible for
the choice to behave cooperatively (coop., visual,
with com and coop., auditive, with com respec-
tively). To allow a comparison between the pref-
erence of non-communicating and communicating
predators for cooperative the turn taking of these ex-
perts are summed (coop., sum, with com.).

The auditive large prey expert makes a minor
and approximately constant contribution to the de-
cision to behave cooperatively in communicating ex-
perts. The dominance in turn taking switches from
the visual small prey to the visual large prey ex-
pert, similar to what can be observed for non-
communicating predators. There are however three
differences between the turn taking of the visual small
and large prey experts in communicating and non-
communicating predators. First of all, for low large
prey rewards, communicating predators choose a bit
more often to not cooperate. Second, for high large
prey rewards, communicating predators choose a bit
more often to cooperate. Third, with communication



the switch from predominantly non-cooperative be-
haviour to predominantly cooperative behaviour oc-
curs for a somewhat lower large prey reward.

6 Discussion

The non-communicating and communicating preda-
tors show comparable increases in their tendencies to
approach small prey, large prey and colleague preda-
tors. This implies that the two types of predators
have learned equally well to capture small and large
prey based on visual information.

In addition the predators augmented with commu-
nicative abilities develop a preference for colleagues
signalling "1’ over colleagues signalling '0’. This im-
plies that predators learn to interpret each other sig-
nalling behaviour. From the turn taking of the dif-
ferent experts it follows that the communicated infor-
mation is used in only a small set of rare situations
where this extra information can help to resolve a
dilemma such as whether a colleague or a small prey
should be approached (see section 4). This also ex-
plains why the tendencies to approach colleagues sig-
nalling '0’ and colleagues signalling '1’ develop on a
much slower time scale.

In spite of the small contribution made to coop-
eration by the auditive expert, communication does
influence the turn taking of the cooperative and non-
cooperative behaviour. This influence can be under-
stood as follows: by incorporating communication
certain complicated situations are left to be resolved
by the auditive large prey expert. As a consequence,
not only can a better informed decision be taken in
those situations, it also allows the visual expert to be
trained exclusively on situations in which visual in-
formation is sufficient. This causes the visual expert
to experience more consistent feedback form the envi-
ronment allowing it to function more accurately. As
a consequence the turn taking between visual small
prey expert and visual large prey expert is divided
more optimally.

7 Conclusions

We have shown that predators can learn to capture
both small and large prey using only visual infor-
mation. We have also shown that communication is
learned and used despite the fact that it only provides
for extra information relevant for communication in
a limited number of situations. Communication can
thus be shown to arise not only if it is assumed to
be advantageous on its own but also if it provides for

only a slight improvement of a particular behaviour.
We have furthermore shown that communication
allows for a better informed choice between coopera-
tive and non-cooperative behaviour. By taking over
control in a limited number of situations where it can
provide for extra information the auditive large prey
expert not only allows for a better informed choice in
those situations, but also allows the visual large prey
expert to specialise on situations in which visual in-
formation is sufficient. The more accurate function-
ing of the visual large prey expert results in less co-
operation if cooperation pay offs are low and more
cooperation if cooperation pay offs are high. Com-
munication can thus be shown to provide extra in-
formation relevant for the decision whether or not to
cooperate in a subset of the occurring situations.

8 Future work

One possible extension of our model would be to
vary the number of predators needed to capture a
large prey. By increasing the number of preda-
tors needed for succesfull cooperation, cooperation is
made more complex. It would be interesting to inves-
tigate whether communication then can play a more
important role in coordinating cooperation and opti-
mising the choice between capturing large and small
prey.

Another possible extension would be to let the
predators learn both the signalling and the interpre-
tation of each others signalling behaviour instead of
only the latter. Because of the restricted contribution
communication can make to cooperation, we expect
this complete learning of the communication to take
very long. A solution to this problem would be to
choose a task to which communication can make a
more important contribution. This would allow com-
munication to be learned faster.
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