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Abstract

This paper discusses an analysis of how scientists select relevant publications, and an application that can assist scientists in this infor-
mation selection task. The application, called the Personal Publication Assistant, is based on the assumption that successful information
selection is driven by recognizing familiar terms. To adapt itself to a researcher’s interests, the system takes into account what words have
been used in a particular researcher’s abstracts, and when these words have been used. The user model underlying the Personal Publi-
cation Assistant is based on a rational analysis of memory, and takes the form of a model of declarative memory as developed for the
cognitive architecture ACT-R. We discuss an experiment testing the assumptions of this model and present a user study that validates the
implementation of the Personal Publication Assistant. The user study shows that the Personal Publication Assistant can successfully

make an initial selection of relevant papers from a large collection of scientific literature.

© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

In cognitive science, there has been a long tradition to
perceive human behavior as a form of information-process-
ing. Within this tradition, human cognitive processes are
seen as operating on similar principles or algorithms as
computer programs, since both cognition and computer
programs have or have been developed to process informa-
tion. This view has lead to the birth of Artificial Intelli-
gence as an independent research field (McCarthy,
Minsky, Rochester, & Shannon, 1955), but has also guided
the development of cognitive theories (e.g., Anderson &
Milson, 1989; Marr, 1982; Newell, 1990). Even today, the
apparent functional overlap between artificial computa-
tional systems and the human information-processing sys-
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tem is still influential in cognitive theorizing (e.g., Griffiths,
Steyvers, & Firl, 2007).

Many cognitive theorists believe that human beings
optimize their behavior to successfully cope with the envi-
ronment (e.g., Anderson, 1990; Marr, 1982; Oaksford &
Chater, 1998). This means that, through evolution and
learning, human behavior has adapted to be the most suit-
able behavior in any given circumstance or environment.
This is a capacity also desirable in artificial systems design,
especially when these systems have to operate on an
unknown or dynamic environment. Therefore, computer
scientists and artificial intelligence researchers have studied
how computer systems can optimize their behavior as well
(e.g., Goldberg & Holland, 1988; Kohonen, 2001).

A domain that has not benefited that much from this
cross-fertilization is the problem of selecting relevant infor-
mation, either for oneself or for others. The research field
that studies how to disclose relevant information is known
as Information Retrieval (Salton & McGill, 1983). A
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typical field in which the problem of selecting relevant
information arises is the scientific community. For exam-
ple, the number of scientific publications in the relatively
small ISI subject category Information Science & Library
Science was 2054 in 2006." This means that researchers
working in this area have to read (or at least scan through)
over two thousand papers a year to keep up with the cur-
rent developments. However, this number is, if anything,
an underestimation of the total number of potentially rele-
vant papers, as this number only holds if the researcher is
interested in a single subject area. In practice, most
researchers work on the intersection of multiple domains,
increasing the number of potentially relevant papers enor-
mously. In general, because of the continuous increase of
storage capacity for digital media, and the increased avail-
ability of digital or digitized media sources, companies,
institutions, and individual people are being confronted
with an increase in the amount of information that poten-
tially is relevant to their purposes.

In this paper, we will describe a system that partly solves
this problem for the scientific domain: Our system selects
relevant scientific papers from a large collection of scientific
abstracts. Instead of working from a pure computer science
perspective, we will present a system that is based on con-
straints from cognitive theories. In particular, we chose to
follow the rational analysis approach (Anderson, 1990;
Oaksford & Chater, 1998), as incorporated in the ACT-R
architecture of cognition (Anderson, 2007a). The rational
analysis approach states that human memory is optimally
adapted to fit the needs of the environment we live in,
based on the interactions of the cognitive agent with the
environment in the past. This approach has been success-
fully applied to predict various aspects of human behavior
[e.g., as reviewed by Chater and Oaksford (1999)].

We will begin with an analysis of how users behave
when engaging in the selection of information. Next, we
will discuss how the ACT-R cognitive architecture incorpo-
rates rational analysis, and how this can be applied to
information selection. We will continue with an outline
of an application based on the resulting model, the Per-
sonal Publication Assistant (or Publication PA for short),
and how this application behaves under different condi-
tions, as well as a user study that will demonstrate the
applicability of our approach in a real world setting. In
the last section, we will discuss in what way the Publication
PA deviates from other approaches towards the task of
matching papers to researchers, or vice versa.

1.1. Information selection
An example of the problem addressed in this paper is the
selection of relevant information when attending a large,

multi-track scientific conference. Often, an attendee finds
him or herself overwhelmed by the amount of presenta-

! Source: IST Web of Knowledge, retrieved 19-12-2007.

tions that can be attended. With so little time to find the
talks that are really interesting, chances are that one ends
up in the wrong track, listening to presentations that hardly
kindle ones interest, while in another track relevant work is
being discussed. Although this might bring unforeseen
beauty, often a better selection of relevant work would be
preferable. There are solutions to this problem, such as giv-
ing the attendees the proceedings well in advance so they
have more preparation time. However, this solution is
often not viable due to practical constraints. A better solu-
tion might be to provide an automatic recommendation
based on the personal interests of the conference attendees,
which is the approach that will be discussed in this paper.

To build a successful recommendation system, it is
important to know how the selection process takes place
in unsupported settings. The information selection process
starts when a researcher registers at a conference and
receives a copy of the conference proceedings. Based on
informal analyses, the next step is to perform a quick scan
of all titles, author names, or abstracts for words or names
that are familiar. If an entry contains enough interesting
words, it is selected for further and more careful reading.
Obviously, the assumption that is made implicitly is that
individual words in the abstract accurately reflect the con-
tents of the paper or presentation. Ries et al. (2001) have
shown that this assumption holds for abstracts and papers,
at least in the medical domain. In order to determine if a
word qualifies as interesting in the context of the confer-
ence, the researcher might assess whether she has used
the word in her own research in the past. One could say
that the researcher tries to discover the degree of familiarity
she has with an abstract, and if that degree of familiarity is
high enough, she selects that presentation as potentially
worthwhile to visit.

To assist a researcher in the information selection task,
we propose a model of the recognition aspects of the task.
That is, we propose a model that makes a preselection from
the available information based on a notion of familiarity
adapted to the individual researcher. To achieve this, we
will develop models of the declarative memory systems of
individual researchers (henceforth referred to as user mod-
els) and of the process of recognizing words. Each user
model can be seen as a representation of an individual
researcher’s interests, as it incorporates the frequency,
recency, and context of the words used by the researcher
to describe her research. In previous research (Anderson
& Milson, 1989; Anderson & Schooler, 1991), a formal
model has been developed of how the retrieval of declara-
tive facts from memory can be described. In the next sec-
tion, we will give a detailed overview of that model, but
we will highlight the two most important aspects here.
One key idea is that declarative memory is optimally
adapted to serve the needs of the cognitive agent (Ander-
son, 1990; Oaksford & Chater, 1998). The other is that
most facts in declarative memory are initially formed by
perception (Anderson & Schooler, 1991). Combined, this
means that the adaptive nature of declarative memory is
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essentially a reflection of the perceptions of the cognitive
agent. As a consequence, this means that looking for struc-
ture in the environment can derive the structure of declar-
ative memory.

1.2. Rational analysis of memory

Anderson and Schooler (1991) showed that the prob-
ability that a memory will be needed in the near future
depends on the pattern of prior exposures to the piece
of information stored by that memory. For example,
the probability that someone will contact you by email
today depends on the frequency and recency of her
emails to you in the past (Anderson & Schooler, 1991).
Likewise, the probability that you will need some declar-
ative fact from memory right now depends on the fre-
quency and recency of the prior usage of that fact.
Both relations are captured by Eq. (1), in which B stands
for the base-level activation (reflecting the probability), ¢;
stands for the time since exposure to event i, and d rep-
resents the speed with which the influence of each expo-
sure decays. The summation is over all (n) previous
encounters of the events (i):

B=1In lzn:tid] (1)

Besides frequency and recency of usage of declarative
facts, the context in which these facts occur also plays a
role in the activation of these facts. This activation compo-
nent will be called the spreading activation (Quillian, 1968),
and represents the likelihood that one declarative fact will
be needed if another one is currently being used. These like-
lihoods depend on the pattern of prior exposures with the
declarative facts, as represented by the relatedness measure
R;; between two facts j and i (Anderson & Lebiere, 1998;
Anderson & Milson, 1989):

2 _F, & W)F(N)
T FW)F(W)

(2)

where F(W);) and F( W) are the frequencies of respectively
fact j and i, F(N) the total number of exposures and finally
F(W;& W) is the number of co-occurrences of the facts j
and i. Eq. (2) is sometimes referred to as associative
strength (Anderson & Lebiere, 1998; Anderson & Milson,
1989), to indicate that the relatedness between two facts
is determined by the environment. The model of declarative
memory outlined here has been successfully deployed in
predicting behavior in a variety of memory-related cogni-
tive tasks (e.g., Anderson, Bothell, Lebiere, & Matessa,
1998; Anderson & Schooler, 1991; Van Rijn & Anderson,
2003).

2. Implementation of the Personal Publication Assistant

The Personal Publication Assistant is a personalization
tool based on a personalized rational analysis of memory.

Therefore, the user models underlying the recommenda-
tions are constructed on an individual basis. In these mod-
els, each word that occurs in one of the abstracts of the user
is represented by a combination of base-level activation
(adapted from Petrov, 2006) and spreading activation from
the other words in the model (Anderson & Lebiere, 1998).
These activation values can be calculated using the statisti-
cal properties of the words in the published abstracts of an
individual researcher:

e The year in which it appears for the first time in one of
the user’s abstracts.

e The year in which it most recently appears in one of the
user’s abstracts.

e The frequency of appearance.

e The frequency of co-occurrence with another word.

Based on these properties, we create an individual repre-
sentation of a researcher’s interests using the rational anal-
ysis described above. The Publication PA applies these
individual user models to predict the relevance of words
that occur in other scientific abstracts, by calculating how
familiar these abstracts are. In the next sections, we will
describe in more detail how the Publication PA calculates
the base-level and spreading activation values, which words
from the abstracts are taken into consideration, and how
the system comes to a selection of the relevant information.

2.1. The relevance of individual words in the user model

With the equations that are provided by the rational
analysis approach to declarative memory, we can calculate
the base-level activation of a word based on its occurrences
in publications of the user. The base-level activation can be
seen as a measure of interest, with the most interesting
words having the highest base-level activation.

For this application, an optimized version (Petrov, 2006)
of the base-level equation discussed earlier (Eq. (1)) was
used. In this equation (Eq. (3)), the decay parameter is
fixed at 0.5 (and is reflected in Eq. (3) as the square root
operators) and a history parameter (/) is added:

1 2n—2
B=1In +
Vii+h i+t

The first component of this equation reflects the most
recent encounter of that word: The longer ago the word
was encountered, the smaller the contribution is. The sec-
ond component reflects the frequency of usage of the word.
This optimized version of the base-level activation equation
assumes that the encounters of the word are evenly spaced
over time between the first encounter and the last encoun-
ter of the word. In the default equation, the base-level acti-
vation is a product of both recency and frequency.
However, in a recommendation system, it might be useful
to be able to change the balance between both factors.
For example, a researcher might still be interested in work

with /> 0 (3)
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relating to older work, even though a recent project has
resulted in a set of papers on a new topic. To enable this,
we added the history parameter. The history parameter
influences the effect of recency. Informally, a higher value
for h spreads the publications over a longer time frame,
decreasing the relative activation of a word that only
recently came up in analyzed texts. In Experiment 1, we
will demonstrate that the /s parameter is an important
parameter when recommending papers with the Publica-
tion PA.

2.2. The influence of context on word relevance

Apart from the frequency and recency of usage of a
word, the context in which a word occurs is also important.
For instance, using the word model in your paper on user
models should not elicit conference talks on fashion mod-
els. So, context words — like in this example user or rational
— are important in determining the activation of words such
as model or analysis. The context in which a word has
occurred in previous abstracts is incorporated in the model
by spreading activation (Eq. (2)), which reflects the person-
alized probability that a word will be needed in connection
with another word.

Recommendations occur by mediating the base-level
activation of a word with the spreading activation of other
words:

J

In Eq. (4), the base-level activation of the word i in a
specific abstract is increased with the sum of all weighted
connections with the words also found in that abstract.
The connections are weighted because otherwise the ratio
between the base-level activation and the spreading activa-
tion would be dependent on the number of associations.
For this application the base-level activation of the con-
necting word (j) is used as the weight (W), to scale down
with the spreading activation from words that have a low
base-level activation. This would be the case when the word
i co-occurred often in the past with a word j that is present
in the current abstract but which is not often used anymore
(i.e., has a low base-level activation). This would cause the
spreading activation to be high while the connection is less
relevant at the current time, negatively influencing the
selection of relevant papers.

2.3. Filtering of non-content words

The relatedness measure R; has shown to be a robust
method of boosting the base-level activation as a function
of the connectedness. That is, if two words always occur in
tandem, the activation of the second word will be boosted
when the first word is encountered. At the same time, a
word that occurs in combination with many other words
spreads less activation. In normal word usage, words as
the and is spread only a small amount of activation because

of this. This effect makes sure non-content words do not
influence base-level activations of other words too much.
However, a problem might arise when the formulation of
sentences in scientific abstracts differs from normal word
usage. Because of spatial constraints, word usage in scien-
tific abstracts might differ from normal written English.
This might result in a lower frequency of function words,
increasing their spreading activation (Eq. (2)), with a pos-
sibly negative influence on the eventual recommendations.
To counter the unwanted influence of normally high-fre-
quent words, these words are filtered from the data using
a lexical database (Baayen, Piepenbrock, & Van Rijn,
1993). An analysis of the frequency distribution of words
in both scientific abstracts and normal written English will
demonstrate that filtering out high-frequent words will not
interfere with how well an abstract represents the contents
of a paper.

2.3.1. Analysis

To compare word usage in scientific abstracts with word
usage in normal lexical content, the abstracts of all publica-
tions that appeared in the Cognitive Science Journal
between 2004 and 2006 were used. Numeric symbols and
punctuation were removed from the abstracts, resulting
in a list of the words that were used in the abstracts. For
each word, the frequency in all the abstracts was contrasted
with an estimate of the normal frequency in written Eng-
lish, taken from the CELEX lexical database (Baayen
et al., 1993). If a word was not found in the database
because of spelling mistakes or terminology, the CELEX
frequency was assumed 0, and the frequencies of multiple
occurrences of a word were summed because in CELEX
the frequencies of homonyms are counted separately. The
CELEX frequencies were scaled to the total number of
words of the abstracts to make them comparable.

2.3.2. Results

In Fig. 1, the ratio between the CELEX word frequen-
cies and the abstract word frequencies is plotted. We used
a logarithmic scale for easier presentation. Fig. 1 visualizes
that the usage of words in scientific abstracts differs from
the distribution of words used in normal written text. If
the distributions were similar, then the dashed horizontal
line would have represented the ratio. However, it becomes
clear that a large part of the words used in the abstracts
occur less often in normal written English; those are the
words with a frequency ratio below one. Only a small part
of the words occurs more often in normal written English.

Thus, 2190 of the words used in the abstracts of the Cog-
nitive Science Journal between 2004 and 2006 occur more
frequently in scientific abstracts than in normal written
English, while only 412 words occur more often in normal
written English. However, those 412 words account for a
large portion of the total amount of word occurrences
found in the CELEX database (440,000 of the total of
740,000 occurrences of these words), while the 2190 words
that are less frequent in normal written English generate
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log( f(CELEX) / f(abstracts) )

: 2602
Words sorted by ratio 2150

Fig. 1. Log ratio of word usage frequencies in scientific abstracts and
normal written English (CELEX), sorted by increasing frequency ratio.
The dashed line indicates when words are used more often in scientific
abstracts than in normal usage.

less occurrences than the 412 high-frequent words (300,000
of 740,000 word occurrences). This difference is caused by
abstracts containing jargon and the tendency to use as little
function words as possible, whereas in normal language
these words are used very frequently. Thus, removing the
words from the scientific abstracts that are most frequent
in normal written English will not remove any of the
important content words, as only words above the dashed
line in Fig. 1 are deleted, while words below the dashed line
in Fig. 1 are the words that are relevant to the Publication
PA.

2.4. Selection of relevant abstracts

The final part in the recommendation is finding the
amount of activation for each paper and presenting the
user with a ranking or selection. In general, abstracts in
which many words have a high activation, have a high
degree of familiarity to the researcher, and are thus inter-
esting enough to select. To compare the relevance of papers
with each other, every abstract has to be represented by a
single value. One solution would be to sum the activations
of all the words in the conference abstract. However, sim-
ply summing activation values would result in a bias
towards longer abstracts. To counteract this bias, we chose
to average the activation of the words that occur in both
the abstract and the user model. This means that the effect
of abstract length is neutralized, while still taking all activa-
tion values of the words in the abstracts into account.

3. Experiments

To validate the Publication PA, we first analyzed what
the influence of the /# parameter is. Second, we performed
a user study with a sample of researchers from the field
of cognitive science, asking them to rate how much a rec-
ommended abstract aligned with their interests.

3.1. Experiment 1: History parameter analysis

3.1.1. Methods

We analyzed the behavior of the Publication PA with four
different values for the history parameter: # = 0.0001, 0.1, 10
and 1000. The parameter values were chosen to maximize a
potential effect. The only other parameter in the system
(the decay parameter d) was left at the default value of 0.5.

As a test set, we took the abstracts of the publications of
Professor John R. Anderson, for as far as indexed by Psy-
cINFO.?> When visually inspecting his publication record, it
shows some stable interests over time, but also some
changes in interest. As a cognitive modeler, almost all of
Anderson’s publications deal with cognition and the cogni-
tive architecture he developed, ACT-R. However, a change
in focus can be observed. From the start of his career,
Anderson’s interests seem to be related to learning and
memory (as witnessed by for instance Anderson & Bower,
1972, 1973), whereas more recently he seems to have devel-
oped an interest in functional brain imaging techniques (for
instance, Anderson, 2007b; Anderson, Albert, & Fincham,
2005). These trends should also be visible if we apply differ-
ent parameter values to the 4 parameter and construct dif-
ferent user models.

Since for this analysis we are interested in the contribu-
tion of different words to a researcher’s interests, we only
computed the activation values of each word in the user
models. By contrast, the Publication PA also averages over
these activation values insofar they occur in an abstract, to
get an estimate of the relevance of that abstract. This
aspect is included in the user study presented in Experiment

2.

3.1.2. Results

To compare the user models that were constructed with
the various values for the 4 parameter, we ordered the
words in the user models according to their activation val-
ues. Thus, the ordering represented the estimated impor-
tance of a word for a person’s interest. Fig. 2 presents
the rank order values of various words that are exemplary
of the trends found in Anderson’s publication record.
Small values of % indicate that the relative influence of
more recent publications increases; this effect is reflected
by the decreasing rank (and thus increasing importance)
of the words functional and imaging for decreasing values
of h. These words do all relate to the recent research inter-
ests. On the other hand, the words memory and experiments
show the opposite trend. This reflects a shift of interest
from prototypical memory-related research in which multi-
ple experiments are presented per paper. Also, the ranks of
some words stay constant with changing / values. ACT-R
and cognitive are words that appear in both recent and past
abstracts of Anderson, indicating a stable interest in these
concepts.

2 http://psycinfo.apa.org/.
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Fig. 2. Rank order of the activation values of example words that occur in the user models created for one researcher with varying history parameter
values. The history parameter values we tested are indicated on the x-axis. Low rank order values indicate that a word is important for determining the
researchers interests. If /1 decreases, the relative influence of words that were used in the past also decreases, and the influence of recently used words

increases.

This qualitative inspection of the results leads us to
believe that the history parameter plays an important role
in the selection of relevant abstracts, because it determines
the ranking of the activation values. What the optimal set-
ting for this parameter should be might be determined in a
large user study in which we ask participants to rate the rel-
evance of abstracts that are selected using various values
for the history parameter (as has been done for this analy-
sis). However, given the personal nature of interest, it
seems better to leave the optimal setting to the user, for
example, by presenting the user with the possibility to set
this parameter in the user interface. To evaluate the perfor-
mance of the Publication PA independent of the relative
importance of word usage history, we decided to run the
user study with 7 set to 10.

3.2. Experiment 2: User study

We performed a user study to evaluate the recommenda-
tions provided by our abstract recommender system. We
asked 10 researchers (2 full professors, 2 associate profes-
sors, 5 assistant professors, and 1 post-doc) from various
subfields of cognitive science and from various countries
how much they were interested in a paper after reading
the abstract.

3.2.1. Methods

For each of the researchers, we constructed user models
based on the abstracts of their published work insofar it
was indexed by PsycINFO. Next, we ordered all abstracts
from the last three volumes (2004-2006) of the Cognitive
Science Journal according to their relevance for an individ-
ual researcher, based on the researcher’s published
abstracts.

From the ordered list of abstracts, we presented the top
five abstracts, the bottom five abstracts (that is, the least
relevant abstracts), and five abstracts from the middle of
the list to each researcher. The presentation order of these
15 abstracts was randomized, to eliminate any effects from
expectations about the presentation order. We asked the
researchers to indicate with a grade between 0 and 9 how
much they were interested in the papers, based on the

abstracts. We adopted this scale from similar work done
by Dumais and Nielsen (1992) in order to be able to make
a comparison between their approach and ours. Following
Dumais and Nielsen (1992, p. 235), we characterized the
meaning of the rates as follows:

: right up my alley

: good match

: somewhat relevant

: I'm following it, sort of
- how did I get this one?

e o o o o
PR
D 3 O

N
—_

3.2.2. Results
To analyze the performance of the Publication PA, we
applied two measures of relevance:

e mean rated relevance
e precision

The precision and mean rated relevance were applied to
each of the three groups (top 5, middle 5, bottom 5).
Because it is not feasible for the participants to rate all
available abstracts from the Cognitive Science Journal
between 2004 and 2006 (129 abstracts), we did not calculate
the rate of recall, as is often used in these kinds of applica-
tions (Salton & McGill, 1983). However, the recall rate is
implicitly accounted for in the measures we did apply.

3.2.2.1. Mean rated relevance. We analyzed the relevance
rates given to the abstracts for each group. Fig. 3 shows
the means of the rates per group. Welch t-tests between
the groups reveal that the rates given for the top 5 abstracts
differ significantly from the other two groups (¢ =4.20,
d.f. =86.54, p <0.001 for the top 5 vs. the bottom 5 and
t=13.64, d.f. =94.06, p <0.001 for the top 5 vs. the middle
5). The rates for the bottom five abstracts did not differ sig-
nificantly from the rates for the middle five abstracts. This
is in line with the observation that in multidisciplinary
journals such as Cognitive Science, the relevance rate does
not decrease linearly, but instead that only a small part of
the published papers is relevant for a researcher, and the
rest is not.
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Fig. 3. Mean ratings per group. Error bars denote standard errors. The
mean ratings that the participants provided for the top 5 recommended
abstracts is significantly higher than for the other two groups.

If the Publication PA would not be able to suggest rele-
vant papers, this would mean that in all three groups the
number of highly rated papers would be equal on average.
However, if this were the case, we would not be able to
observe significant differences in the mean rated relevancies
between the top 5 recommended papers and the other two
groups. The fact that we did find this difference indicates
that the system is able to provide a meaningful rank order
in which the higher rated papers will be ranked higher.

3.2.2.2. Precision. Precision of retrieval is usually defined
as the number of relevant documents that is retrieved rela-
tive to the total number of documents retrieved (Salton &
McGill, 1983). Following the meanings of the anchor
points of the scale we provided to the participants, rele-
vance should be taken as rated with 4 or higher. Using
Eq. (5), the precision of the Publication PA in the top 5 rec-
ommended abstracts is 0.58. Welch -tests show that this
differs from the precision of the middle 5 recommended
abstracts (precision = 0.24, t =2.94, d.f. = 17.63, p = 0.009)
as well as the bottom 5 recommended abstracts (preci-
sion = 0.26, t = 2.35, d.f. = 17.45, p =0.03):

|[{rating > X'} N {retrieved abstracts}|

P = -
|{retrieved abstracts}|

(5)

Because this notion of relevance may be considered arbi-
trary, we also calculated the precision of the Publication
PA with different assumptions on relevance. For example,
we calculated precision under the assumption that only
abstracts rated 8 or higher were relevant, or that all
abstracts rated 2 or higher were relevant. In Fig. 4, the
results of this analysis are presented. The figure shows that,
although precision declines with a more stringent notion of
relevance, the precision in the top 5 recommended abstracts
is always higher than in the other two groups (*(18) = 35.66,
p = 0.008).

4. Discussion
With our experiments, we demonstrated both the flexi-

bility of the Publication PA and its applicability. With only
one parameter, we could change the recommendations of

S
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Fig. 4. Precision of the Publication PA for different interpretations of
relevance. The dotted vertical line indicates the point at which relevance is
interpreted as somewhat relevant or better (rating 4 on the scale provided
to the participants). The figure shows that for all interpretations of
relevance, the precision for the top 5 recommended papers is higher than
for the other two groups.

the system in such a way that the relative influence of older
papers changed, resulting in different recommendations.

With the & parameter at a fixed value, we demonstrated
that the Publication PA can provide meaningful recom-
mendations for individual users. Two observations from
this experiment should be further discussed.

From both the precision measure and the mean ratings,
it becomes clear that there is no real difference between the
group of abstracts from the bottom of the order list of
abstracts from Cognitive Science Journal (2004-2006) and
the ‘middle’ group. This shows that from a large collection
of papers, only a very small subset is relevant for a partic-
ular user, underlining the need for filtering mechanisms or
recommender systems.

Fig. 3 shows that the mean rated relevance for the top 5
recommended abstracts is 4.5. This qualifies as somewhat
relevant, but not right up my alley. We contribute this to
the nature of the data set we used to recommend abstracts
from. The Cognitive Science Journal is a highly multidisci-
plinary journal, accepting papers from a wide range of
research areas (as witnessed for instance by the set of key-
words authors can use when submitting, published on the
website of the Cognitive Science Society).” As a result,
papers addressing very specific topics, that may be right
up my alley, will be presented to other, more specialized,
journals. Thus, the ratings provided by our participants
might be a bit lower than expected, because abstracts that
would be rated as right up my alley were probably under-
represented in the data set.

4.1. Related work

The problem of matching researchers and papers has
been addressed before, in the context of systems that use
Latent Semantic Indexing (LSI) (Dumais, 2003; Dumais
& Nielsen, 1992; Foltz & Dumais, 1992). Our approach
deviates from these earlier attempts in a number of ways.
LSI assumes that the similarity of two documents is

3 http://www.cognitivesciencesociety.org/keywords.html.
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reflected by the similar word frequency distributions that
are manifest in these documents (Deerwester, Dumais, Fur-
nas, Landauer, & Harshman, 1990; Landauer & Dumais,
1997; Landauer, Foltz, & Laham, 1998). However, instead
of taking the raw frequency statistics into account, LSI per-
forms a mathematical analysis (singular value decomposi-
tion) that is capable of higher-order inference. That is,
LSI calculates the probability of each of the words occur-
ring in a document, given multiple documents.

Instead of LSI, the measure of semantic relatedness that
we apply, associative strength (Anderson & Lebiere, 1998;
Anderson & Milson, 1989), is equivalent to Point-wise
Mutual Information (PMI), given a reasonably large data
set (Farahat, Pirolli, & Markova, 2004). PMI is also based
on the statistical properties of the documents, but, in con-
trast to LSI, PMI is a direct measure of the likelihood that
one word will occur, given the presence of another. As a
measure of semantic similarity, PMI has been shown to per-
form equal to or better than LSI (Turney, 2001). We expect
therefore that PMI will also be a better representation of
semantic relatedness than LSI (cf. Van Maanen, Borst,
Janssen, & Van Rijn, 2006).

Besides the method of calculating the semantic related-
ness, also the corpus of text on which it is performed dif-
fers. Dumais and Nielsen (1992) and Foltz and Dumais
(1992) used a fixed semantic space for all users of their sys-
tem. Recently, however, it has been shown that the choice
of corpus greatly influences the semantic distance, even
when applying the same measure of semantic relatedness
(Lindsey, Veksler, Grintsvayg, & Gray, 2007). By contrast,
we constructed personalized semantic spaces for individual
users. That 1is, the associations between words in the
semantic space reflect the semantic relatedness as apparent
from the statistical properties of word usage in the
abstracts of one user. This obviously will result in more
individualized recommendations, because only the associa-
tions between words that a single researcher would also
make, are present. Also, the problem of corpus selection
does not arise, because the corpus used is already the best
possible representation of a researcher’s interest, namely
her own publication record.

When it comes to the performance of the Publication PA
as compared to the approach taken by Dumais and Nielsen
(1992), the Publication PA seems to perform equally well.
Dumais and Nielsen (1992) report a precision of 0.51,
slightly lower than our value of 0.58. However, the compu-
tation of precision differs between the two approaches. In
general, comparison is difficult because of the different nat-
ure of the data sets used. While the abstracts from the Cog-
nitive Science Journal are very multi-disciplinary and thus
very diverse, the abstracts used by Dumais and Nielsen
(1992) are from a very specialized conference (A CM Hyper-
text’91). This difference in diversity of topics included in
the data sets could explain the difference in mean rated rel-
evance between the Publication PA (4.5) and the system by
Dumais and Nielsen (5.75). In the Dumais and Nielsen
experiment, both the abstracts and the researchers they

are being assigned to, are specialized in hypertext. There-
fore, the mean relevance of the data set for the researchers
is already higher than in our experiment.

To a certain extent, our work bears resemblance to the
work of Pirolli and colleagues towards Information Forag-
ing (Fu & Pirolli, 2007; Pirolli, 2005; Pirolli & Card, 1999;
Pirolli & Fu, 2003). They provided a rational analysis of
how users search for relevant information, and applied this
to information search on the World Wide Web. This way,
they were able to model web navigation aspects of a typical
user. In Information Foraging theory, the likelihood that a
certain document or webpage is relevant is based on the
base-level activation of the words in that document and
the spreading activation from the words in that document
to the words in the search query. Similarly, the Publication
PA computes the relevance of a paper based on the base-
level activation of the words in the abstract and the spread-
ing activation from the words in that abstract to the words
in the user model. One of the important components of the
Publication PA is the construction of the user model, which
ensures that only words that are relevant for an individual
researcher are considered in computing the relevance of an
abstract.

However, the Information Foraging models differ in
that they capture the information search behavior of a typ-
ical human being serving the web, whereas the Publication
PA is a personalization tool, and is intended to model the
information needs of an individual researcher. As outlined
above, the semantic relatedness estimates applied by the
Publication PA are therefore personalized for each individ-
ual researcher, resulting in different behavior of the model
for each researcher.

5. Conclusion

In this paper, we proposed a method for the personali-
zation of information selection, based on rational analysis
and cognitive architectures. We developed an application,
the Personal Publication Assistant (Publication PA), for
the recommendation of relevant scientific abstracts to
researchers, based on their publication record to date. In
two experiments, we analyzed the behavior of the Publica-
tion PA and found that it is a flexible and adaptable sys-
tem, as well as an adaptive system. From Experiment 1
we concluded that users of the Publication PA can adapt
the nature of the recommendations to their own personal
wishes, using only one parameter. In a final version of
the interface, this parameter could be controlled by a slider
bar. Some researchers might be only interested in their cur-
rent topic, for instance because they have just switched
research topics. They can choose a low value for this 4
parameter. Researchers that would rather want to follow
what is being published in research fields they previously
published in may choose a high value of the / parameter.

Experiment 2 demonstrated that the Publication PA can
select relevant papers for individual researchers. Papers
that were recommended by the system were rated higher
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by the participants than papers that were not
recommended.

The techniques applied in the Publication PA might also
be applied to develop recommender systems in other
domains in which personalized information retrieval is
desirable. The domain should be primarily characterized
by textual information sources, such as conference or jour-
nal papers, and the users should also be characterized by
textual testimonials of their interests. Two examples of
the wider applicability of the method of information selec-
tion that we proposed here are the problem of assigning
manuscripts submitted to a conference to reviewers, and
the problem of selecting relevant press bulletins from the
stream of bulletins provided by press agencies world wide.
We will discuss both these examples and hint at an imple-
mentation of our technique.

The assignment of manuscripts submitted to a confer-
ence to reviewers is a problem very similar to the selection
of relevant abstracts for a reviewer. Even though reviewers
can often indicate their areas of expertise, it is hard for con-
ference program chairs to match every submission to the
most qualified reviewers. Since the area of expertise of a
reviewer is reflected in his or her publication record, user
profiles that reflect the areas of expertise could be gener-
ated based on the publication record. By matching the pro-
files against each submitted abstract, the best-suited
reviewer for each abstract will be associated with the high-
est relevance score. This way, conference chairs can easily
assign submitted manuscripts to reviewers without having
to rely on the reviewer’s own opinion of his or her exper-
tise, or without having to burden them with long question-
naires about their fields of research.

Press agencies produce many bulletins a day, often over
12,500 bulletins a year.* A reporter trying to read the most
important press bulletins for his or her interests has to
make a selection from this vast amount of information.
Although press agencies often tag their bulletins or assign
them to a certain category, it is easy to miss the one that
is important. By creating profiles of reporters based on
the news articles they have written over the years, an appli-
cation similar to the Publication PA could make a mean-
ingful selection for them.

A cognitive model of information selection can thus
guide the development of a recommender system, because
it provides insights in which features from the pieces of
information are relevant for the selection process. The
analysis suggests that the features that people that are
engaged in retrieving relevant information use are the his-
tory of usage of words, and the co-occurrence of words.
By incorporating these features in the same way as a cogni-
tive model of human memory does, we have created a suc-
cessful Publication PA, that for example can decrease the
work load of individual researchers attending a conference
by creating a preselection in the conference proceedings.

4 Source: ANP Press support.
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