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Abstract

A central problem in automatic sound recognition is the

mapping between low-level audio features and the mean-

ingful content of an auditory scene. We propose a dynamic

network model to perform this mapping. In acoustics, much

research has been devoted to low-level perceptual abili-

ties such as audio feature extraction and grouping, which

have been translated into successful signal processing tech-

niques. However, little work is done on modeling knowl-

edge and context in sound recognition, although this infor-

mation is necessary to identify a sound event rather than to

separate its components from a scene. We first investigate

the role of context in human sound identification in a sim-

ple experiment. Then we show that the use of knowledge

in a dynamic network model can improve automatic sound

identification, by reducing the search space of the low-level

audio features. Furthermore, context information dissolves

ambiguities that arise from multiple interpretations of one

sound event.

1. Introduction

When human listeners are asked to describe an auditory

scene, they will describe the different sound events in terms

of the sources that caused the sounds [2, 31, 34]. They

will not describe the acoustic properties of the sound sig-

nal. This description of sounds in terms of the processes

or events that produced them is often referred to as every-

day listening [15]. In everyday listening people do not only

use information that is present in the sound signal (bottom-

up processing) but also apply knowledge of the event and

the context (top-down processing). In acoustics much re-

search has been devoted to modeling the ability of listeners

to separate different events in an auditory scene based on the

sound signal alone, called primitive auditory scene analysis

(ASA) [6]. Perceptual grouping based on features such as

continuity of components in the sound signal and proxim-

ity in time or frequency have been translated into successful

models of primitive ASA (e.g., [8, 16, 17, 23, 33]). How-

ever, primitive ASA alone will not suffice to automatically

identify sound events. We also need to model the contri-

bution of knowledge and context (schema-based ASA). Al-

though this need was recognized some time ago [13, 14],

so far it has not resulted in complete models of sound event

identification, which combine primitive and schema-based

ASA.

While context-based identification has been mostly ig-

nored in automatic sound recognition—with the notable

exception of speech, where grammatical and lexical rules

are essential for automatic recognition [5, 26]—it has a

long history in other research areas such as information re-

trieval (e.g., [7, 11, 29, 30]) and handwriting recognition

(e.g., [9, 22]). Models of context-based identification as-

sume that certain regularities exist in the contexts in which

an event may occur and structure their knowledge base in

such a way that these regularities are accounted for. Of-

ten, this takes the form of a spreading activation semantic

network [25], in which the nodes represent the states the

network can be in, and the edges represent the prior prob-

abilities that these states are encountered subsequently or

together. In these models, context is incorporated by keep-

ing nodes active over a longer period of time, influencing

the probabilities that certain nodes will be activated. As

a consequence of the typical properties of these research

areas, spreading activation networks have mostly been ex-

ploited in static and well-constrained domains. Our aim is

to demonstrate that spreading activation can also be applied

in a dynamic domain such as auditory scene analysis.

Since we want to model context in sound identification,

we are also interested in its role in human sound identifi-

cation, which is little investigated [20]. Therefore, we will

first show the results of an experiment that was designed to

determine whether context facilitates one of the interpreta-

tions of an ambiguous sound. It is known that sounds are

more difficult to identify when they may have multiple pos-

sible sources [3]. Context is needed to disambiguate these



sounds, as is shown in an example of the same study. In this

example, participants gave a sound event a different inter-

pretation when it was combined with another sound event

and different instructions. A follow-up study [4] did not

find this facilitatory effect, but did find a suppressive effect

of an incongruent context. These results shows that con-

text is a complex factor. Moreover, context can manifest

itself in many different ways, such as in sound and image,

but also in time of day and place of occurrence. The ex-

periment described here is designed to show one particular

effect, namely the facilitatory effect that context may have

on the interpretation of an ambiguous sound. If context is

shown to be needed in human identification of environmen-

tal sounds, it is also needed in an automatic system.

2. Experiment

To test the facilitatory effect of context on identifica-

tion in human listeners we presented homonymous sounds

to participants. Homonymous sounds are characterized by

having two (or more) possible causes. When these sounds

are presented in isolation, the probability that it is identi-

fied as one cause is the same as the probability that it is

identified as the other possible cause. In contrast, when the

homonymous sound is preceded by a sound that predisposes

the listener to one of the two causes, we would expect a bi-

ased response towards that cause.

2.1. Method

To create homonymous sounds we used pairs of similar

sounds from high-quality commercial sound effects record-

ings (Hollywood Edge and Sound FX The General), which

were used to study the similarity of sound events [18].

Sound pairs that were found maximally similar in this

study were combined to form chimaeric sounds. Chimaeric

sounds are composed by combining the fine time struc-

ture of one sound and the temporal envelope of another

sound [28]. The signal properties of the sound events var-

ied greatly because of the diversity of the environmental

sounds in the database. Hence, the chimaeric sounds did

not always result in homonymous sounds. For 12 selected

homonymous pairs1, listed in Table 1, we chose the com-

bination of fine structure and envelope that sounded most

natural. Most of the envelopes of sounds A were used for

the chimaeric sounds, while most of the fine structures of

sounds B were used. The homonymous sounds had a mean

duration of 2.8 seconds. The sounds that provided con-

text for the homonymous sounds were obtained from addi-

tional commercial recordings (Auvidis and Dureco), listed

in Table 2. All sounds were sampled at 44.1 kHz. The 52

1The sounds can be found on http://www.ai.rug.nl/research/acg/exp/.

sound sequences (two context conditions for the homony-

mous sounds, and 28 filler sequences, see next paragraph)

had a mean duration of 7.7 seconds. The context sounds

preceded the target sounds such that the sequence sounded

most natural, but always ended before the end of the target

sound. For example, when the context sound was rain, it

continued through the start of the sound of thunder. In con-

trast, when the context sound was the closing of a refrig-

erator door, it ended before the sound of the pouring water

started.

Table 1. List of similar sound pairs used to

form homonymous sounds.

Sound A Sound B

Pouring water Rain

Thunder Passing airplane

Whistle Singing bird

Footstep Drum

Toilet flush Pouring water

Meowing cat Crying baby

Coughing Barking dog

Bouncing basketball Closing door

Ticking clock Bouncing pingpong ball

Water bubbles Horse running

Bowling Thunder

Zipper Car starting

In total 42 participants with a mean age of 24 took part

in the experiment. Six participants reported a slight hearing

loss, but showed no decrease in their performance on the

filler sounds compared to the normal hearing participants.

The experiment comprised three conditions, one in

which the context sound facilitates the interpretation of

sound A, one in which the context sound facilitates the in-

terpretation of sound B, and a control condition in which

the sounds were heard in isolation. The three conditions

were presented between the participants. The homonymous

target sounds were interluded with 28 filler sounds taken

from the same database. They were included to assess the

general performance of the participants, and to make the

participants unaware which sounds were the target sounds.

The total of 40 sounds was presented in random order, but

no target sounds were present in the first 6 exposures to

get the participants familiar with the task. The identifica-

tion task was a binary choice task. For the target sounds

the participants could choose between the descriptions of

the two original sound events, and for the filler sounds they

could choose between the actual cause and some other re-

lated source description. Furthermore, the participants had

to indicate on a four-point scale how confident they were



of their answer. The control group of 11 listeners identified

the sound events in isolation. The second group of 15 lis-

teners first heard a sound semantically consistent with con-

text A followed by the target chimaeric sound. Finally, the

third group of 16 listeners first heard a sound semantically

consistent with context sound B followed by the chimaeric

sound. The 28 filler sequences, the filler sounds preceded

by a semantically consistent sound, were the same for the

last two groups. The control group heard the filler sounds

without a context sound. The experiment was conducted

online during January 2008.

Table 2. List of sounds used to facilitate con

text A and B.

Context A Context B

Refrigerator door Thunder

Rain Airport announcement

Football cheering Forest

Closing door Guitar

Urinating Refrigerator door

Barking dog Music box

Talking Meowing cat

Cheering audience Footsteps

Chiming clock Applause

Teakettle whistling Horse neighing

People talking Rain

Raining on tent Car door closing

2.2. Results

The score of all participants in every group on the filler

sounds was 100%, and they gave a mean confidence score

of 2.8 on a four-point scale ranging from 0 to 3. A two-

way analysis of variance (ANOVA) was used to test the dif-

ference in the response between the participants within the

homonymous sounds. The effect of context A on the mean

identification score compared to the mean score in isola-

tion was significant: F1(1, 11) = 8.09, with p < 0.017.

However, there was no effect of context B on the mean

identification score compared to the mean score in isola-

tion (F1(1, 11) < 1). The results are summarized in Figure

1. The bars depict the average score on option A for all par-

ticipants within a group summarized for all homonymous

sounds, where option A is the sound description that is in

agreement with context A. The complement, 100% minus

score A, is the average score on option B.

The difference between the confidence ratings in correct

responses, that is, responses where the answer was in agree-

ment with the context sound, compared to the confidence
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Figure 1. Mean scores on option A in each of

the three groups, with the standard error. The

complements are the scores on option B.

ratings in incorrect responses was significant in the group

that heard context A: t(101) = 3.34, with p < 0.002, where

the confidence rating was higher when the answer was in

agreement with the context. The mean confidence ratings

of consistent and inconsistent identifications are depicted in

Figure 2. This effect was absent in the group that heard

context B (t(159) < 1).

2.3. Discussion

Not all chimaeric sounds appeared to be as homonymous

as assumed. In particular three sounds received one inter-

pretation exclusively in the isolated condition. When these

three sounds were excluded from the ANOVA, the differ-

ence in the mean score of context A compared to the mean

score in isolation had a greater F : F1(1, 8) = 13.28, with

p < 0.007. In conclusion, for the homonymous sounds we

found a significant effect of one context on identification.

Although there is a significant effect of one context on

the mean scores, this effect is completely absent in the other

context. The explanation for the absence of the effect lies

in the design of the experiment. The homonymous sounds

were formed by combining the envelope of one sound and

the fine structure of another sound. Most descriptions of

context A predisposed the listener to the interpretation of

the envelope of the homonymous sound, while the inter-

pretation related to the fine structure was most prominent

in context B. Hence, the envelope seems to be a stronger

cue for identification than the fine structure for this ex-

perimental design. This effect is known in speech per-

ception [27, 28], and depends on the number of frequency

bands used to create the chimaeric sound. If the number of

frequency bands we used (eight) were used for the identifi-

cation of chimaeric speech sound, the fine structure would

give relatively little information compared to the envelope.
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Figure 2. Mean confidence ratings of consis

tent and inconsistent identifications in con

text A, with the standard deviation.

Hence, our results suggest this effect can be generalized

to environmental sounds. As a consequence, the effect of

context is canceled by the preference for the envelope in

context B. This conclusion is consistent with a significant

prevalence for the interpretation that coincided with the en-

velope of the homonymous sound (64%) compared to the

fine structure (36%) when the sounds were presented in iso-

lation (χ2(1) = 9.82, p < 0.002). Overall, the experiment

demonstrates that the context in which a sound is heard de-

termines in part its perception. This effect should also be

accounted for in automatic sound identification.

3. Model

Based on existing models of spreading activation and

the findings of the experiment we introduce a model for

context-based identification that can be used for dynamic

sound input. This model allows automatic identification of

events in a complex and changing auditory scene of a real-

world environment. In complex real-world environments

a sound signal may have different causes, depending on the

situation in which it occurs. Furthermore, the bottom-up es-

timated audio features are meaningless by themselves and

require interpretation. Therefore, we need knowledge to

give meaning to the low-level audio features, and context

to restrict the possible causes that they represent, similar

to human listeners. The model dynamically builds a net-

work that generates meaningful hypotheses of sound events

based on low-level audio features and knowledge of these

events. Moreover, context information is used to compute

the support for competing hypotheses, and consequently a

most likely hypothesis for all input events can be assessed.

3.1. Network construction

With our model we want to qualitatively improve auto-

matic sound recognition. On top of data-driven techniques,

a dynamic network is added that uses knowledge of the

event and the context to limit the search space of the bottom-

up input [1]. The ability of human listeners to use context to

disambiguate sounds, which we demonstrated in the experi-

ment, should also be present in the model. We will describe

the network’s behavior through one of the sound events that

was also used in the experiment, the mix of a bouncing bas-

ketball and a closing door, which can be identified as both.

Without any context information, similar to the control con-

dition in the experiment, the actual cause of the sound is in-

definite, illustrated in Figure 3. In the following paragraphs

we will describe how the model dissolves this ambiguity

through the use of context.

sound event

basketball door

.5 .5

best hypothesis

indefinite hypothesis

Figure 3. Network configuration for the iden

tification of a reverberant impact sound with

out context.

As described in the previous paragraph, we want to com-

bine a bottom-up and top-down approach to sound recogni-

tion. In other words, hypotheses of the sound event based

on the low-level audio features are matched to expectations

that are formed by knowledge of the relations between the

events and the context. This matching process will lead to a

best hypothesis about the event or source causing the sound

in this context, at every description level in the network.

All hypotheses hold a confidence value reflecting their sup-

port from relations to other events and the context in which

the hypothesized event is occurring. In case of conflicting

explanations for one event, the hypothesis with the high-

est support will win. In Figure 4 for example, the sound

event could be either a closing door or a basketball bounc-

ing, based on the low-level audio features alone. However,

knowledge about the context actuated by a previous sound

event, cheering, will increase the support for the hypoth-

esis that the second sound event is a basketball bouncing.

Furthermore, the confidence value of the first hypothesis,

cheering, is increased, because the context of a sports game,

and hence the cheering, is more likely considering the new

information. In the following we will describe the process

of how the network is dynamically built, and how the con-



fidence of all hypotheses is established through spreading

activation.

sound context A (a)

cheering (c)

concert

sound event

basketball (b)

sports game (s)

door

best hypothesis

discarded hypothesis

1

.5 .5

.5

.8

.5

Figure 4. Network configuration for the iden

tification of a reverberant impact sound in

context A. The best hypotheses at each level
corresponds to a best explanation for the

bottomup evidence at that description level.

The network is updated if and only if new bottom-up

information is presented, and spreads its activation when

the network is stable, that is, when all available knowledge

about the bottom-up information is processed. The hierar-

chy in the network is captured by the interdependent rela-

tions of all the hypotheses. The lowest description level in

the network corresponds to the physics of the signal, and

the highest level to the semantics of the scene. The levels in

between represent hypotheses of increasing generality. In

the first step, audio features are extracted from the time-

frequency plane of the sound. Figure 5 shows the spec-

trogram of the sports game scene with annotations of the

audio features—the current version of the model operates

on annotations of low-level audio features instead of auto-

matically extracted audio feature descriptions. Every sound

can be represented as a specific pattern of these audio fea-

tures. For example, the cheering is a noisy collection of

distorted harmonic complexes. Each pattern comes with a

basis activation based on the confidence given by the low-

level grouping algorithms. For example, a confidence value

may reflect how well a pattern fits a particular mask. How-

ever, since these algorithms are not coupled to the model

yet, the basis activation of all patterns is set to 1.

A pattern of audio features may have multiple causes.

Hence, after the extraction of patterns of audio features, all

possible causes of a pattern will be initialized as hypothe-

ses. Knowledge of the hypothesized events will then initiate

more hypotheses, for example about an event sequence or a

context. In Figure 4, the cheering could mean a pop con-

cert or a sports game. The higher level hypotheses create

expectations about sound events that will follow, like a bas-

ketball in a sports game. If the expected event is matched

with bottom-up evidence, it will receive extra support when

its hypothesis is created. When all knowledge is processed

and the network is stable, the activation of the low-level au-

dio features spreads through the network.
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Figure 5. Spectrogram of cheering followed

by a chimaeric basketball/door sound, includ

ing the audio feature annotation episodes.

3.2. Spreading activation

When the network configuration is stable after updating,

the activation first spreads upward to the highest level in the

network, and then downward to other connected events in

the past, if they exist. The spreading can only go up once

and down once through every path that denotes a past event,

after which it terminates. The activation of the individual

hypotheses is a time-dependent weighted sum. When an ac-

tive hypothesis is not connected to other active hypotheses

at a particular time, its activation will decay exponentially.

Hence, the more time has elapsed since its last reinforce-

ment, the stronger the decay will be. The activation of hy-

pothesis i at time T is

Ai =
∑

j

wijAje
−

∆t

C , (1)

where j is a connected hypothesis at different updating

times t, wij is the weight of the relation between hypothe-

ses i and j, C is a constant decay parameter controlling the

speed of decay, set differently for each hypothesis i, and ∆t

is the elapsed time since the hypothesis j stopped (T − t)

and no other connected hypothesis was active. The activa-

tion of hypothesis i is only increased at time t if it is linked

to one or more active lower-level hypotheses.

In the example of Figure 4, the activation of the sports

game is summed over the two time steps when new bottom-



up information is presented to the network2 (the subscript

letters are in parentheses in Figure 4):

As = wc−sAc + wb−sAb = 0.5 ∗ 1 + 0.8 ∗ 0.9 = 1.22,

where the first part is calculated at update time T1, and the

second part is added at time T2. As a consequence of the

two-way spreading, the cheering hypothesis will receive an

increased support from the basketball bouncing, through the

sports game hypothesis:

Ac = wa−cAa + ws−cAs = 1 ∗ 1 + 0.5 ∗ 1.22 = 1.61,

where both parts are also calculated at the two different

times. The activation of all the higher level hypotheses after

spreading at the two time steps is depicted in Figure 6.
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Figure 6. Activation of higher nodes in the

network at the two time steps when bottom

up audio features are presented.

3.3. Discussion

The network described in the example is rather simple,

while in a real-world environment there will be many more

events, mostly of deteriorated sound quality. The complex-

ity of a real-world environment will have to be captured by

the knowledge of the relations that exist between the real-

world events. Furthermore, the expansion of the network

will have to be controlled. This is partly done by keeping

track of which hypotheses are active, and which hypothe-

ses are finished or discarded. These last two classes are

not included in the search space of connected hypotheses

when new information is presented to the network. As a

consequence, the search space at any time is limited to the

hypotheses that are active at that time. In addition, the acti-

vation of all the hypotheses needs to be controlled, because

2In the example calculations the decay factor is omitted, because the

time delay between the two events is too short to be relevant.

there will be many hypotheses to be compared. This can be

done by calculating the ratio of the activation of competing

hypotheses, such that the activation is normalized for those

hypotheses with shared bottom-up evidence. An advantage

of a complex environment is its supply of information. Hu-

man listeners use much more contextual information in the

identification of sounds, such as time, location and ecolog-

ical frequency [2]. This information can also be included

in our model as nodes in the network that help support or

discard hypotheses.

The current implementation of the model receives an-

notations of grouped low-level audio features as bottom-up

input, instead of automatically generated features. How-

ever, several techniques for low-level sound event descrip-

tions are being developed [21, 32], which will supply the

model with these grouped features. Furthermore, although

the model is being developed for audio input, its general im-

plementation allows for other low-level input, such as im-

age descriptions, as long as they represent a single event or

object. If different types of descriptions can serve as input

to the model, they may be combined in one model for use

in multimedia applications. These issues will be subject to

further investigation.

4. General discussion

As mentioned in the description of the model, we want

to qualitatively improve automatic sound recognition. The

main difference with existing models of environmental

sound recognition (e.g., [10, 12]) lies in the explicit use of

knowledge and the focus on identification rather than classi-

fication of sound events. Classification techniques assume

a limited set of classes to which a sound signal may be-

long. Hence, such a system will assign all bottom-up input

to a class, irrespective of how small the evidence may be.

In contrast, the model described here will only create hy-

potheses of events based on grouped bottom-up audio fea-

tures, such as a harmonic complex, that relate directly to the

source of a sound event. When this bottom-up evidence is

absent, that is, when the audio input cannot be mapped onto

any hypothesis, no identification will be made. Further-

more, we apply knowledge explicitly in the identification

process, instead of implicitly by training the system on data

that are similar to the input the system will receive. There-

fore, if our model operates in a different scene, or needs to

identify different events, the information about the events

and the context will be different, but the implementation of

the model needs no adjustments. In contrast, most existing

models of environmental sounds are developed for specific

sounds or scenes, and cannot be generalized—an exception

is the model used in the study of Defréville et al. [12], which

is based on audio features that are automatically selected for

a specific problem [24].



Although the model is generally applicable, the prob-

lem of the acquisition of scene and sound specific knowl-

edge remains. Without knowledge the model cannot cre-

ate hypotheses. Therefore, the relations between events

and contexts need to be learned, as in classification mod-

els. However, instead of training the classifier, we want to

explicitly learn these relations beforehand from examples,

and continue to update them while the system is running.

The current implementation of the model works with static

databases, but we will have to incorporate machine learning

techniques to be able to dynamically update the knowledge

of the model.

In our model we use one benefit that context has for the

identification of environmental sounds, namely to disam-

biguate a sound that may have multiple causes. However,

the few studies that have been done on context-based sound

identification in humans show several effects that context

may have. While Ballas and Howard [3] concluded that

context has a facilitatory effect on a particular interpreta-

tion of a homonymous sound, Gygi and Shafiro [19] found

the opposite effect in a study where sounds were mixed

with either congruent or incongruent scenes. People showed

an increased identification performance when sounds were

mixed with an incongruent scene, which indicates that con-

text can also have a habituating effect on the identification

of environmental sounds. However, we are interested in the

improvement of automatic identification of environmental

sounds. We have shown that context can have a facilitatory

effect in identification, and used this asset to automatically

disambiguate sounds that may have multiple causes.

Another extensive study on context-based sound identi-

fication [4] found only a suppressive effect of context. That

is, an incongruent context decreased the correct identifica-

tion score compared to an isolated condition, but a consis-

tent context did not increase the performance compared to

the isolated condition. The lack of facilitatory priming may

be due to the experimental design, as the authors concluded.

Furthermore, the use of contextual information might be

highly dependent on the quality of the bottom-up evidence.

More challenging acoustic environments are likely to be

more influenced by top-down expectations. In these exper-

iments the sounds were offered clean, and consequently re-

quired less need for context to be identified. Automatic en-

vironmental sound identification decreases in challenging

environments, because the number of possible causes in-

creases when the bottom-up evidence is unreliable. In these

situations, context is even more important to select the most

likely cause.

In summary, in the sound identification experiment we

have demonstrated that context in part determines the per-

ception of sound events, although the effect of context is

not straightforward. Furthermore, we introduced a compu-

tational model for the analysis of dynamic auditory scenes,

in which we used the facilitatory effect of context to dis-

solve ambiguities. To show the validity of the model, we

plan to test it on databases of real events. Furthermore, test-

ing the model on real events will allow us to compare its

performance to other computational models.
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