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Abstract 

Many decisions in the lives of animals and humans require a fine balance between the exploration of 

different options and the exploitation of their rewards. Do you buy the advertised car, or do you test-

drive different models? Do you continue feeding from the current patch of flowers, or do you fly off 

to another one? Do you marry your current partner, or try your luck with someone else? The balance 

required in these situations is commonly referred to as the exploration-exploitation tradeoff. It 

features prominently in a wide range of research traditions, including learning, foraging, and decision-

making literatures. Here, we integrate findings from these and other often-isolated literatures in order 

to gain a better understanding of the possible tradeoffs between exploration and exploitation, and we 

propose new theoretical insights that might guide future research. Specifically, we explore how 

potential tradeoffs depend on (1) the conceptualization of exploration and exploitation; (2) the 

influencing environmental, social, and individual factors; (3) the scale at which exploration and 

exploitation are considered; (4) the relationship and types of transitions between the two behaviors; 

and (5) the goals of the decision maker. We conclude that exploration and exploitation are best 

conceptualized as points on a continuum, and that the extent to which an agent’s behavior can be 

interpreted as exploratory or exploitative depends upon the level of abstraction at which it is 

considered. 

Keywords: Exploration-Exploitation Tradeoff, Learning, Foraging, Decision-Making, Decision 

Theory 
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Introduction 

Consider the following scenarios. (1) You work for the Widget Corporation and you are paid 

according to how many functional widgets you can produce. You have access to two widget machines 

but can only use one at a time. On the first day, you know nothing about the machines so you pick one 

at random and start work. After 10 functional widgets, the machine produces a faulty one. What do 

you do? Do you tolerate the single faulty widget and persevere, or do you try your luck on the other 

machine? (2) You are a hummingbird feeding in a field of flowers. You pick one patch of flowers and 

begin to drink the nectar. How long should you remain at that patch before seeking another? Would 

you leave when all the flowers have been exhausted? What if the nectar in nearby patches has already 

been harvested? (3) You arrive in a city for a few days and have a range of restaurants to choose from. 

Do you try as many different restaurants as you can, or do you look for restaurants of a specific type? 

Towards the end of your visit, do you stop searching for new restaurants and revisit the ones that you 

enjoyed most? When do you make this switch in your strategy? (4) You are a college student on the 

dating market. Your goal might be to find a partner for life, or you might be more interested in dating 

as many people as you can. How would you approach those goals? Could you combine them into a 

perfect search strategy? What if the partner of your choice is not interested in you? (5) You finally 

decide to buy a new car. Do you search the Internet for information about different car companies, or 

do you trust your own experience and stick with your current company? Once you have chosen a 

dealership, how many cars do you look at? How long do you test-drive a specific car before you 

decide to buy it?  

Many approaches to the analysis of decision behavior would characterize these scenarios as 

representations of a tradeoff between exploration and exploitation (e.g., in reinforcement-learning and 

neuroscience: Cohen, McClure, & Yu, 2007; in foraging: Cook, Franks, & Robinson, 2013; in binary 

risky choice: Gonzalez & Dutt, 2011; in organizational learning: Gupta, Smith, & Shalley, 2006; for a 

review, see Hills, Todd, Lazer, Redish, & Couzin, 2015). Remaining at an option – be it a machine, 

patch of flowers, restaurant, partner, or car – allows for exploitation; that is, making the most of 

where you are. A switch to another option, going somewhere else to see if you can get a better reward 
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– fault-free widgets, more nectar, better food, a higher reproductive value, or a faster car – 

exemplifies exploration. Although these concepts seem quite simple on the surface (e.g., staying is 

exploitation; switching is exploration), the definitions, processes, and elements surrounding 

exploration and exploitation behavior are not simple at all. In fact, exploration-exploitation tradeoffs 

are considered one of the more fundamental challenges in our understanding of adaptive control and 

behavior (Cohen et al., 2007). 

The theoretical analysis of exploration-exploitation tradeoffs is complicated in several ways. 

First, the concepts of exploration, exploitation, and a tradeoff between the two are used in a wide 

range of literatures, from animal behavior to human behavior and involving different terminologies, 

methodologies, and perspectives. The disparity and breadth of these concepts across such large and 

diverse literatures makes it difficult to synthesize existent knowledge into a coherent view. 

Researchers working in different areas operationalize exploratory and exploitative behavior in 

different ways, and this diversity motivates disagreements within conclusions about the essence of 

exploratory and exploitative behaviors. For example, researchers have debated assumptions about the 

exact elements that constitute exploratory and exploitative behavior, and about what defines a tradeoff 

between them. Second, exploration-exploitation tradeoffs may depend on a large number of 

environmental, individual, and social factors. The literature documenting these different factors is 

extensive, and there is little or no attempt to integrate their results (see Cohen et al., 2007; and Gupta 

et al., 2006, for laudable exceptions). Third, exploration and exploitation behaviors, and consequently, 

a potential tradeoff between the two, might not always be clearly identifiable. That is because these 

concepts can be described and understood on different spatial and temporal scales, as well as along 

different continua of behavior. Consequently, behaviors that might be understood as exploratory on 

one level of analysis might be seen as exploitative on another level, and even within a specific level of 

analysis, behaviors might have explorative and exploitative components. 

Our goal is to provide an up-to-date synthesis of the exploration-exploitation literature, by 

bringing together knowledge from different disciplines including human decision-making, 

neuroscience, organizational learning, animal foraging, mate-choice, and formal modeling 
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approaches. To achieve this goal, we discuss the various challenges mentioned above and suggest a 

simple and straightforward framework for the theoretical analysis of potential tradeoffs between 

explorative and exploitative behaviors. Our synthesis illustrates the complexities surrounding these 

concepts and their tradeoffs. These analyses highlight three elements needed in a unification of 

exploration and exploitation research: An exploration-exploitation continuum, different types of 

transitions between these two states, and the role of agents’ goals in this process. These elements 

illustrate that the explore-exploit distinction often may not be a direct choice that an agent makes, but 

rather is an explanatory framework that researchers can apply to the agent’s behavior to understand 

how to solves problems of the agent’s interaction with the environment.  

A Synthesis of Exploration-Exploitation Literatures 

In an attempt to integrate a diverse and wide range of literatures, we organize our synthesis 

around three main themes: (1) concepts and definitions of exploration and exploitation, (2) 

environmental, individual, and social factors that influence exploration and exploitation, and (3) 

spatial and temporal scales that may influence how exploration and exploitation are conceptualized. 

Concepts and Definitions of Exploration and Exploitation 

Within the current literature, definitions of exploration and exploitation differ across at least 

three dimensions: behavioral patterns of the agent, values and uncertainty of the choice options, and 

outcomes obtained from a choice (cf. Todd, Hills, & Robbins, 2012). These three dimensions can be 

mapped to aspects of what a searching agent does, what the agent bases its decisions on, and what the 

agent gets out of the search. Focusing on these dimensions shapes the analysis and understanding of 

exploration and exploitation behavior in a particular situation, as well as any conclusions about their 

tradeoffs. 

The agents’ behavioral patterns are, perhaps not surprisingly, the most common dimension 

used to define exploration and exploitation in the animal foraging literature, where research often 

relies on the observation of behavior (Kramer & Weary, 1991; Nonacs, 2010). Behavioral patterns 

have also been considered, for example, in research on human information search (Hills, Todd, & 



Running head: UNPACKING THE EXPLORATION-EXPLOITATION TRADEOFF 5 

Goldstone, 2010) and binary choice (Gonzalez & Dutt, 2011). In general, behavior is interpreted as 

exploration if it alternates between patches or options, is unfocused, and is variable over time. 

Behavior is interpreted as exploitation if it remains within a patch or option, is focused, and is stable 

over time. Therefore, the hummingbird remaining at its patch of flowers would be considered as 

exploiting the patch, while it would be considered as exploring if it alternates between patches 

(Nonacs, 2010). However, as we will discuss below, the distinction between exploration and 

exploitation is not always clear based on behavioral patterns alone. For example, the classification of 

a behavior as staying (exploit) rather than switching (explore) depends on the spatial and temporal 

scales of observation. 

The values of choice options and the uncertainty associated with knowledge of those values 

are most prominently used to define exploration and exploitation in the reinforcement-learning (RL) 

literature. In some classic RL models, exploitation is defined as choosing the option that has the 

higher subjective value and exploration is defined as choosing any other option at random (Sutton & 

Barto, 1998). For example, the prominent epsilon-greedy model mainly chooses the option with the 

greatest observed rate of reward (exploitation), but chooses an alternative at random (exploration) 

with some small probability of epsilon. The related epsilon-decreasing model allows the rate of 

exploration to change over time, but preserves the basic notions of expected value guiding 

exploitation and randomness guiding exploration. Other RL models have stressed the importance of 

uncertainty for defining exploration and exploitation. For example, in the restaurant scenario, 

exploration can be defined in terms of choosing an option with greater uncertainty, while exploitation 

is defined as opting for greater certainty (e.g., Lee, Zhang, Munro, & Steyvers, 2011). As pointed out 

in the neuroscience literature, the role of uncertainty might additionally be moderated by the agent’s 

expectations (Aston-Jones & Cohen, 2005). For example, if you know that your machine periodically 

produces a faulty widget, one faulty widget will not stop you from using this machine (a situation that 

would be termed as expected uncertainty by Aston-Jones and Cohen (2005)). However, if the machine 

starts producing more and more faulty widgets (unexpected uncertainty), you might decide to give the 

other machine a try. Uncertainty and value also play a role in the animal literature, where exploration 
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has been associated with choosing options with uncertain rewards and variable values, and 

exploitation has been associated with choosing options with known rewards and stable values (Krebs, 

Kacelnik, & Taylor, 1978).  

Finally, exploration and exploitation have been discussed with respect to the outcomes that 

are obtained by the searching agent, which may include information, other types of resource rewards, 

or both. In many research areas, exploration is assumed to provide the agent with the opportunity for 

learning and obtaining information, while exploitation is assumed to provide explicit outcomes such 

as caloric or monetary rewards (neuroscience and RL: Cohen et al., 2007; foraging: Cook et al., 2013; 

decision-making: Hills & Hertwig, 2010; organizational learning: March, 1991). For example, in 

"observe-or-bet" tasks (Navarro & Newell; 2014; Rakow, Newell, & Zougkou, 2010; Tversky & 

Edwards, 1966), participants can either obtain information (explore) or obtain monetary rewards 

(exploit). In each trial of these tasks, participants choose between (1) observing which of two lights 

comes on, and thereby gain information about the underlying probabilities, and (2) betting on which 

light will come on, and thereby receiving rewards if they guess correctly. More importantly, if they 

choose to observe, participants receive no reward, and if they choose to bet, they receive no feedback 

as to which light comes on, thereby allowing the researchers to distinguish between “pure” 

exploration and exploitation with respect to the observed outcomes. However, the distinction between 

information and rewards is not always as straightforward as in this example. In most real-life 

situations, rewards tend to also provide the agent with information about the quality of the selected 

option (Gupta et al., 2006) and hence the distribution of rewards available. In some situations, agents 

might receive information about foregone payoffs in non-selected alternatives (Yechiam & 

Busemeyer, 2006); and, even when no material rewards are obtained during exploration in a given 

situation, information search in itself can be rewarding if it delivers positive experiences (Denrell & 

Le Mens, 2011; Gonzalez & Dutt, 2012; Mehlhorn, Ben-Asher, Dutt, & Gonzalez, 2014).  

The three dimensions we highlight here are by no means mutually exclusive. Most 

conceptualizations of exploration and exploitation are based on more than one of them. However, the 

respective contributions of these dimensions to a given conceptualization are not always clear and this 
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can be especially problematic if the considered dimensions lead to opposing conclusions. An example 

of this can be found in the recent human decision-making literature, where researchers have disagreed 

about the interpretation of exploration and exploitation behavior in a popular “sampling paradigm” of 

binary choice (Gonzalez & Dutt, 2011, 2012; Hills & Hertwig, 2010, 2012). In this paradigm, 

participants can sample outcomes without consequences from two choice options for as long as they 

want, before making a final consequential choice between the two (Hertwig, Barron, Weber, & Erev, 

2004). Hills and Hertwig (2012) argue that this paradigm presents “pure exploration” during the 

sampling phase, because participants only receive information while it presents “pure exploitation” at 

the choice phase because they receive only rewards. In contrast, Gonzalez and Dutt (2012) argue for a 

gradual transition from exploration to exploitation within the sampling phase, because they find a 

decrease in alternation between the options over the course of sampling. One way of accounting for 

these two different perspectives on the data is that the first arises from a focus on obtained 

outcomes (information vs. rewards) as the defining dimension, while the second comes from a focus 

on behavioral patterns (which options are being sampled). But the complete picture must include 

consideration of how a particular search fits into a sequence of searches over time, where rewards 

from one search may become information to guide later searches and hence influence what is 

exploration versus exploitation in a particular behavioral pattern (a hierarchical view we return to in 

the discussion). 

In addition to affecting our understanding of exploratory and exploitative behaviors, 

assumptions about the underlying dimensions may also influence the nature of the considered 

tradeoff. For example, a distinction between exploration and exploitation based on behavioral 

patterns places the costs and benefits of staying at a resource versus switching to another one in the 

spotlight (Charnov, 1976); while a distinction based on values and uncertainty of the choice options 

may switch the focus to value or risk. For example, trading off the risk of exploring a new option with 

uncertain values against the safety of exploiting the current option with known values might require a 

balance between risk-seeking and risk-aversion tendencies, which has been studied in humans (Lee et 

al., 2011) and in animals (Tuttle, Wulfson, & Caraco, 1990). In terms of obtained outcomes, an 
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exploration-exploitation tradeoff can be very similar to a tradeoff between speed and accuracy (in 

humans: Bogacz, Wagenmakers, Forstmann, & Nieuwenhuis, 2010; in animals: Chittka, Skorupski, & 

Raine, 2009), or accuracy and effort (Payne, Bettman, & Johnson, 1992). This is the case because 

longer exploration demands more time and effort, but generally leads to more information and, 

therefore, to better choices (but see Fiedler & Kareev, 2011; Gigerenzer & Gaissmaier, 2011; Hertwig 

& Pleskac, 2010; and Lee & Corlett, 2003, for a discussion of the less-is-more effect: situations where 

less information can be advantageous and therefore no tradeoff might exist).  

Environmental, Individual and Social Factors 

The literature points us to at least three types of factors that influence exploration-exploitation 

behaviors and tradeoffs: environmental, individual, and social factors.  

Environmental Factors 

A large number of environmental factors influence the way in which exploration and 

exploitation may or may not trade off. Table 1 provides an overview of such factors, together with 

exemplary references. In general, exploration is particularly relevant and useful when the resources in 

the currently selected option are depleted, thereby reducing the value of the current option; or when 

the agent has insufficient information about the state of alternative options, thereby increasing the 

value of information search. For example, if resources deplete faster than they replenish, agents may 

eventually be forced to switch from exploiting the current option to exploring new options (depending 

on depletion rate, switching costs, agent lifespan, etc.); while in environments where resources do not 

deplete, an agent could continue to exploit a selected option indefinitely (Charnov, 1976). At the same 

time, if agents have sufficient information about the alternatives, because they receive information 

about foregone payoffs, they might be tempted to reduce exploration (Steiner & Redish, 2014) or 

show an increased propensity to take risks (e.g., Yechiam & Busemeyer, 2006; Yechiam, Rakow, & 

Newell, 2015). 

The usefulness of exploration further depends on its costs and benefits relative to the costs 

and benefits of exploitation (and the costs of switching between the two), as well as on the structure 
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and distribution of resources and costs in the environment. For example, animals reduce their foraging 

efforts as predation risk increases (Verdolin, 2006). In addition, the number of available options and 

the distribution of their features can lead agents to explore more or less, or even possibly to defer their 

choice altogether (Fasolo, Hertwig, Huber, & Ludwig, 2009; Scheibehenne, Greifeneder, & Todd, 

2010), depending on how they tradeoff the value of exploitation versus further exploration (Schwartz, 

2004) and on their past history of exploration (e.g., with smaller or larger choice sets—Hills, 

Noguchi, & Gibbert, 2013). Most interestingly, exploration and exploitation do not seem to 

systematically vary much as a function of whether they occur in internal (i.e., memory) or external 

environments (e.g., Wilke, Hutchinson, Todd, & Czienskowski, 2009). This might be due to the 

exaptation of search strategies originally evolved from external search to internal search (Hills, 2006), 

and relatedly to the fact that the structure of information in memory typically reflects the structure of 

information in the environment (Anderson, 2007). 

Individual Factors 

A variety of individual factors can affect an agent’s explorative and exploitative behaviors 

and their tradeoffs. Table 2 summarizes this literature. For example, exploration tends to increase with 

an agent’s cognitive capacity, aspiration level, physical strength, and reduced levels of dopamine. It 

tends to decrease with age, prior knowledge about the distribution of payoffs, and high current 

resource levels. While some of these factors are relatively dynamic and can change between different 

decision situations (e.g., experience with the task at hand and current energy level), others are more 

stable and persist across situations (e.g., ones’ morphology and working memory capacity). An 

example of individual differences that have been proposed as more stable aspects of 

exploration/exploitation tendencies is the distinction between “maximizers” and “satisficers”, with 

maximizers searching for more information and being more likely to defer choices altogether 

(Schwartz, 2004).  

Social Factors 

Social factors of exploration/exploitation tradeoffs are often overlooked in the human 

decision making literature (for recent exceptions, see Goldstone, Ashpole, & Roberts, 2005; Phillips, 



Running head: UNPACKING THE EXPLORATION-EXPLOITATION TRADEOFF 10 

Hertwig, Kareev, & Avrahami, 2014; Schulze, van Ravenzwaaij, & Newell, in press). In natural 

settings, however, agents rarely act in isolation from others, and exploration-exploitation tradeoffs can 

be different when considered at the group level than when considered for the individual agent. For 

example, the organizational learning literature has suggested that it might be easier for an 

organization to simultaneously balance exploration and exploitation than for an individual (Gupta et 

al., 2006). Similarly, the investigation of socially foraging species, such as ants, suggests that groups 

of animals can minimize exploration-exploitation tradeoffs by having the individuals specialize in 

either exploration or exploitation and working together (Cook et al., 2013). For example, individuals 

of many bird species specialize as either “producers”, who explore and find their own food, or as 

“scroungers”, who join other birds that have already found food. Changes in the obtained food types 

or changes in group composition can alter the exploratory behavior of individual birds (e.g., 

scroungers might act as producers during a temporary absence of other producers from the group) and 

thereby optimize food intake at the group level (Giraldeau & Lefebvre, 1986).  

An overview of factors that affect exploration and exploitation in social settings is provided in 

Table 3. Two key factors are competition and social information. In general, competition increases the 

costs of exploration because it creates the risk that other agents might exploit the reward before you 

(e.g.,Goldstone et al., 2005; Todd, 2007). Consequently, agents may stop their exploration and switch 

to exploitation sooner in the presence of competitors. At the same time though, exploration might be 

especially useful in such competitive situations because it can help the agent to find options that 

competitors do not or cannot exploit (e.g., leading to dispersal to new resource patches). Availability 

of social information, in contrast, tends to decrease the costs of exploration because it allows the agent 

to learn from others’ decisions and performances and thereby reduces the need to engage in risky 

exploratory behavior oneself (Valone, 2007). A third social factor becomes relevant if the searching 

agent must make mutual choices with others who are also exploring (e.g., Todd & Miller, 1999). This 

factor may be most obvious for mate choice, where an agent’s ability to explore or exploit potential 

mates is often limited by the mate’s willingness to engage in such an interaction; but it also plays a 
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role in other situations of mutual search and choice, such as job hunting or apartment search, where 

two parties must agree for the search to conclude successfully. 

Interactions Between Factors 

Not surprisingly, factors of the different types interact with one another in multiple ways. 

Often, this manifests in individual factors interacting with aspects of the environmental structure. For 

example, a low working-memory capacity limits the agent’s ability to keep track of obtained 

information and will therefore be disadvantageous in many exploration scenarios (e.g., Hills & 

Pachur, 2012): however, it can become adaptive in dynamic environments where rewards rapidly 

change and where previously learned information is no longer valid at a later point (Fiedler & Kareev, 

2006). Another interaction can be seen when “maximizers” face environments with many options to 

choose from (e.g., in consumer settings), they tend to engage in longer exploration than “satisficers” 

but seem to be less happy with the (objectively better) outcomes, which can lead to further 

exploration (Schwartz, 2004).  

Most importantly, it is not always clear to what extent inter-individual differences in 

exploratory and exploitative behavior are caused by characteristics inherent to the decision maker, as 

opposed to environmental or social factors. For example, in the human decision-making literature, it 

has been debated whether characteristic alternation patterns during information search are due to 

individual preferences of the decision maker (Hills & Hertwig, 2012) or due to the distribution of 

rewards in the environment (Gonzalez & Dutt, 2012).  

Spatial and Temporal Scales of Exploration and Exploitation 

A third important issue to understanding exploration and exploitation is represented by the 

spatial and temporal scale of observation. As we discuss in the subsequent section, what might be 

considered exploration at one level of observation could be considered exploitation at another level 

(cf. Cohen et al., 2007), and consequently, a tradeoff considered at one level might change or even 

disappear if considered at a different one. This conceptualization is consistent with the continuum 

idea that we develop in the ‘Toward a theory’ section and also reinforces the notion that the level of 
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abstraction from which the ‘tradeoff’ is observed can often define whether an agent is interpreted as 

making a distinct choice between the two types of behavior. 

Spatial Scale 

To illustrate the importance of spatial scale, consider the foraging hummingbird. According to 

foraging theory, “what the forager does from the point it enters a patch to when it leaves is its ‘patch 

exploitation’ behavior” (Nonacs, 2010, p. 683). But at what level do we define the “patch”? At a very 

broad level, a whole meadow full of different clumps of flowers might be considered a patch, and the 

bird would be considered to exploit as long as it stays in the meadow. At a much finer level, a single 

clump, or even a single flower, could constitute a patch. Remaining at the flower would then be 

considered exploitation, while switching between flowers could be seen as exploration. As this 

example shows, our understanding of a situation again depends on the considered conceptual 

dimensions of exploration and exploitation. Scale is particularly relevant for the classification of 

behavioral patterns. If we instead consider other dimensions, such as the obtained outcomes, even the 

exploitation of a single flower has an exploratory component, because in addition to caloric rewards, 

the bird obtains information relevant to this flower and others nearby. (Note that if the environment is 

not patchy but rather resources are divided uniformly, scale may matter less and the searcher may not 

switch between exploration and exploitation—Hills, Kalff, & Wiener, 2013.) 

These ideas on spatial scale are further explored in Figure 1, where we illustrate three 

exemplary spatial levels for the scenario of human mate search. The broadest level, level 3, consists 

of all groups of potential partners, level 2 consists of a selected group of particularly interesting 

people, and level 1 consists of one particular person. Depending on the conceptual dimensions being 

considered, both exploration and exploitation might occur at each level. For example, an agent can 

search for information about groups of people or about a single person (see Saad, Eba, & Sejean, 2009 

for a formal model of this idea of nested mate search across and within potential partners). Similarly, 

the agent can “exploit” the benefits by dating different partners in a select group or by being married 

to one spouse. A differentiation between exploration and exploitation might occur in the transition 

between different levels. While “downward” transitions to larger groups mark a broadening focus that 
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is often associated with exploration (e.g., getting divorced and starting to look for a new partner), 

“upward” transitions mark a narrowing focus often associated with exploitation (e.g., deciding to stop 

search and get engaged).  

The relevance of the spatial scale for transitions between exploration and exploitation has 

been prominently demonstrated in the optimal foraging literature, where research investigates how 

agents make appropriate global decisions between locally depleting resource patches (Charnov, 1976; 

Stephens & Krebs, 1987). Such local-to-global transitions are not exclusive to foraging animals, but 

also occur in human memory search (Hills, Jones, & Todd, 2012). The role of spatial (and temporal) 

scales has also received attention in literature on habitat selection, which is concerned with how 

agents, such as grazing animals, select resources (Mayor, Schneider, Schaefer, & Mahoney, 2009). 

Some relevant conclusions here are that the scale of measurement affects the interpretation of results, 

that habitat selection (and thereby exploration-exploitation transitions) cannot simply be extrapolated 

across scales, and that different species select habitat at different scales (Mayor et al., 2009). 

In combination with the considered conceptual dimensions, scale of measurement can affect 

our interpretation of exploration and exploitation situations. While some tradeoffs might change as a 

function of the considered scale as we discuss in more detail below, others might “scale” between 

different levels (e.g., explore between single partners vs. explore between groups of people). 

Moreover, scale becomes less relevant for the classification of some types of foraging behavior that 

are described as random walks with variable step-size drawn from a scale-free distribution, known as 

Lévy walks or Lévy flights. These proposed Lévy foraging processes generate behavioral patterns that 

look the same on any scale, with no sensitivity to (or memory of) whether or not resources are 

actually found in a particular location and hence no clear distinction between exploration and 

exploitation. As such, they stand in contrast to area-restricted search mechanisms that switch 

gradually between exploitation and exploration as resources are found. The prevalence and adaptive 

performance of both mechanisms is under debate (Benhamou, 2007; Hills et al., 2013; Humphries & 

Sims, 2014). 
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Temporal Scale 

Much like for spatial scale, an agent’s decisions can be described and understood on different 

temporal levels. At the finest, most local (short-term) level, only one single decision might be 

considered, while at the broadest, most global (long-term) level, all decisions over the agent’s lifetime 

might be taken into account. Temporal scale is especially important for the classification of a behavior 

as exploratory or exploitative with respect to an agent’s behavioral patterns, because such patterns 

can only be observed over time. However, the temporal scale can also be relevant on other conceptual 

dimensions. For example, while an agent might seem to choose randomly between options when 

observed on a short-term time scale, a longer-term scale might reveal that the agent follows an 

elaborate search strategy with respect to the options’ values or outcomes. Temporal scale is also 

important in situations with a more gradual transition between exploration and exploitation, as the 

considered time-window can determine whether a behavior within that window will be characterized 

as explorative, exploitative, or both.  

An interesting demonstration of the relevance of temporal scale has been provided by Vul and 

colleagues (Vul, Goodman, Griffiths, & Tenenbaum, 2009). Using a Bayesian ideal observer model, 

they tested to what extent a suboptimal solution to a tradeoff at one level can be optimal at another 

level. They showed that exploring too little information to make the right choice in the current 

situation (i.e., suboptimal behavior on a local time scale) can maximize the number of exploitative 

decisions a person can make in the long run and thereby optimize behavior on a global scale.  

The temporal scale is furthermore relevant for the agent’s ability to learn. Over time, the 

information and rewards obtained in single decisions will affect the agent’s expectations, behavior, 

and even the availability of resources in the future (Gold & Shadlen, 2007). A formal demonstration 

of the interrelatedness of choices through learning over time comes from Denrell and March (2001), 

whose “hot-stove effect” shows how previous negative experiences with an option can bias agents 

against selecting this option in the future. This connects to the broader issue of how agents learn to 

make appropriate transitions between exploration and exploitation. While people appear to be adept at 

learning this in some situations (Gupta et al., 2006; Sang, Todd, & Goldstone, 2011), they seem to 
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miss relevant patterns in others (e.g., Hutchinson, Wilke, & Todd, 2008, whose participants did not 

learn the relevant structure of the patchy environment they were searching in).  

Finally, temporal scale is related to the “horizon” of a choice sequence. In many situations, 

decision-makers do not know how often they will make a similar choice in the future, thereby making 

it particularly difficult to weigh the costs and benefits of gathering information against obtaining 

rewards. In the RL literature, such situations are called “infinite-horizon” problems (where the 

horizon may also be indefinite or unknown) in contrast to “finite-horizon” problems, such as the 

restaurant choice scenario from our introduction (Kaelbling, Littman, & Moore, 1996). Uncertainty 

about the horizon has also been introduced in some behavioral search tasks, rendering them more 

ecologically realistic. For example, Seale and Rapoport (2000) introduced variability into the length 

of search in the secretary problem, and Hutchinson et al. (2008) kept participants from knowing how 

long they would be performing patch leaving search. As this literature shows, (optimal) exploration-

exploitation behavior can differ considerably between horizons, thereby making the horizon an 

important factor for understanding exploration-exploitation tradeoffs (see also Table 1).  

Scale and the Avoidance of a Tradeoff  

As suggested by the literature reviewed so far, some tradeoffs might change when considered 

at different scales, while others remain consistent. But can tradeoffs also disappear at some scales? On 

a local scale, agents might be able to sidestep having to make an active tradeoff between exploration 

and exploitation by avoiding making a decision altogether in the current situation. Several decision-

avoidance phenomena have been described in humans (Anderson, 2003) and animals (e.g., Aw, 

Vasconcelos, & Kacelnik, 2011; Hill, Hollis, & Wells, 2001; Perry & Barron, 2013). Perhaps the 

strongest argument for tradeoff avoidance is found in choice deferral in humans (Dhar, 1996), where 

decisions are postponed or refused altogether. A related phenomenon of opting out of a decision has 

been reported in the animal literature, where animals ranging from nonhuman primates to dolphins, 

dogs, rats, and honeybees have been shown to refuse a potentially consequential decision in light of 

insufficient information (Perry & Barron, 2013). On a narrow scale, such choice deferrals might 

indeed represent a form of tradeoff-avoidance (Luce, 1998) because the agent decides to neither 
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explore nor exploit. However, a tradeoff might reappear as soon as a broader scale is considered; for 

example, revealing that the choice was deferred in the current situation in order to search for more 

information elsewhere that can be used to guide decisions in later situations.  

The status quo bias (Samuelson & Zeckhauser, 1988), omission bias (Ritov & Baron, 1992), 

and default heuristic (Johnson & Goldstein, 2003) refer to situations in which people prefer options 

that cause no change in the state of the world or which require no overt action on the decision maker’s 

part. A related phenomenon from the foraging literature is flower consistency: Once bees have learned 

about one species of flower, they tend to stick with it, even if other types of flowers would be more 

rewarding (Hill et al., 2001; Hill, Wells, & Wells, 1997). Another related phenomenon in animals and 

humans is the sunk-cost effect (also known as the Concorde fallacy), where an agent sticks to an 

option where it had previously invested resources even though it would be better to abandon that 

option and explore alternatives (in humans: Arkes & Ayton, 1999; in starlings: Aw et al., 2011). 

Similarly, learned helplessness can be seen as avoiding exploration in favor of the current 

unsatisfactory situation (Teodorescu & Erev, 2014). Finally, inaction inertia (Tykocinski & Ortmann, 

2011) refers to the tendency to omit action when a similar and more attractive opportunity has been 

foregone (e.g., not buying a particular pair of shoes now because you had seen it earlier at a much-

reduced price). Again, all of these phenomena might be interpreted as avoiding having to consider a 

tradeoff in the near term by adopting a choice (or no choice) already made, but on a longer scale, they 

can be interpreted as exploring what happens when the default (or no) choice is made or exploiting 

the outcome of that default (or no) choice. 

Another way of escaping or at least reducing a tradeoff between exploration and exploitation 

might be to do both types of search at the same time. As described above, at a larger social scale, 

different individuals can specialize in either exploration or exploitation, and thereby at least reduce 

exploration-exploitation tradeoffs at the group level (Cook et al., 2013; Gupta et al., 2006). Whether 

or not tradeoffs can be avoided completely, and whether or not an individual human can similarly use 

parallel internal processes of exploration and exploitation remains to be determined (cf. Herzog & 

Hertwig, 2009). 
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Towards a Unifying Theory of Exploration-Exploitation Tradeoffs 

The literature review and synthesis presented above illustrates the conceptual and 

measurement difficulties surrounding exploration, exploitation, and their tradeoffs. In the remainder 

of the paper, we identify and discuss elements that need to be considered in future theories and 

models to attempt a more comprehensive account and unification of the many facets of exploration 

and exploitation. 

An Exploration-Exploitation Continuum 

A main conclusion from the different conceptual dimensions discussed above is that 

exploration and exploitation do not necessarily represent qualitatively distinct behaviors that need to 

be traded off against each other; nor is it necessarily best to consider these behaviors as explicit 

choices. The interpretation of choice and behavior often depends upon on the scale of observation. 

While many conceptualizations of the tradeoff assume a binary distinction, recent reviews argue that 

exploration and exploitation might be better understood as end points of a continuum (Cohen et al., 

2007; Gupta et al., 2006). This idea of a continuum seems to be in line with our synthesis of the 

conceptual dimensions. As shown in Figure 2, within each dimension, it is possible to consider 

situations at the end points of a continuum, where behavior can be described as “pure” exploration or 

“pure” exploitation. With respect to behavioral patterns, an agent on the extreme ends of the 

continuum might constantly switch between options (exploration) or might remain at one option over 

time (exploitation). For example, a hummingbird could frequently move between patches of flowers 

or stay within one patch. With respect to values and uncertainty, the agent might choose an option 

with unknown or low subjective values and high uncertainty (exploration), or an option with high 

subjective values and low uncertainty (exploitation). For example, a car-buyer could look at a fancy 

car they had never heard about before or at the new version of their less exciting, but reliable previous 

model. Finally, with respect to obtained outcomes, the agent might choose an option from which they 

obtain information but no actual rewards (exploration) or an option that gives rewards but no 

information (exploitation), as in the “observe-or-bet-tasks” described above.  
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Although it is thus possible to think of situations at the end points of the exploration-

exploitation continuum, many situations fall in between the extremes. The hummingbird might 

alternate more or less frequently between patches; the car buyer might look at cars with medium 

subjective values and uncertainty; and participants in an experiment might receive feedback-

information and rewards in a given trial. According to this continuum-perspective, an agent can 

engage to some extent in both exploration and exploitation at each given point in time. Our ability to 

judge where a given action lies on this continuum could be improved by considering more than one 

conceptual dimension. Think again of the foraging hummingbird. When feeding from a flower, the 

bird obtains information about the flower’s quality and its caloric rewards, thereby rendering 

exploration and exploitation virtually indistinguishable on the dimension of obtained outcomes. 

However, if it alternated frequently between patches of flowers or if it had a high uncertainty about a 

selected patch’s quality, its behavior would likely be considered as exploratory (Bacon, Hurly, & 

Healy, 2010).  

Transitions between Exploration and Exploitation  

A potential continuum between exploratory and exploitative behaviors is directly related to 

the question of how agents transition between these behaviors. Two kinds of transitions are most 

commonly addressed in the tradeoff literature, and research often focuses on tasks that emphasize one 

or the other (cf. Sang et al., 2011). The first is a transition from exploration to exploitation, such as ant 

colonies exploring options for a future nest site and then settling at a site (Pratt & Sumpter, 2006), 

travelers exploring alternative routes before deciding to take one (Fu & Gray, 2006), participants 

sampling from different options before deciding to choose one (Hertwig et al., 2004), or an employer 

interviewing potential candidates for a job as in the well-known secretary problem (also see Ferguson, 

1989 for other types of optimal stopping problems). The second transition goes in the opposite 

direction, from exploitation to exploration. Examples include a scientist abandoning their current 

research topic and deciding to explore new ideas (Cohen et al., 2007), an animal such as a 

hummingbird or a chipmunk leaving its current patch of food to search elsewhere (Kramer & Weary, 

1991), or a person giving up on retrieving information about a particular topic in favor of attempting 
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to retrieve information about other topics, either from memory (Hills et al., 2012) or from the world, 

including online (Fu & Pirolli, 2007; Pirolli & Card, 1999). As we will discuss now, those two 

directions might require very different kinds of tradeoffs.  

During an exploration to exploitation tradeoff, the agent faces the question of how long to 

continue exploration and thereby increase the amount of information obtained, and when to switch to 

exploitation and thereby increase the chance to obtain actual rewards. A variety of models have been 

developed for this tradeoff in many different contexts. They range from the idea of satisficing (Simon, 

1990) and derived Bayesian satisficing models (Fu & Gray, 2006) to sequential heuristic models of 

optimal stopping (Seale & Rapoport, 2000), mutual mate choice (Todd & Miller, 1999), Bayesian 

optional stopping models (Edwards, 1965), Bayesian observer models (Vul et al., 2009), the 

accumulation of evidence to a threshold criterion (Busemeyer & Townsend, 1993; Ratcliff, 1978; 

Vickers, 1979), and models based on cognitive architectures for dynamic decision making (Gonzalez 

& Dutt, 2011; Gonzalez, Lerch, & Lebiere, 2003) 

During an exploitation to exploration tradeoff, the agent faces the question of how long to 

continue exploiting a current option and thereby obtain its rewards, and when to switch to exploring 

alternatives and thereby increasing the chance to find potentially better options elsewhere. Perhaps the 

most prominent model of this tradeoff, the marginal value theorem (MVT; Charnov, 1976), comes 

from the foraging literature where research has long attempted to formalize optimal behavior 

(Stephens & Krebs, 1987). It proposes that foragers should abandon the exploitation of a food patch 

as soon as its expected rate of future reward falls below the expected rate of reward in the 

environment as a whole. It has been successfully applied not only to animal foraging (Pleasants, 

1989), but also to human information search on the Internet (Pirolli & Card, 1999), in memory (Hills 

et al., 2012), and in visual displays (Wolfe, 2013).  

A third major variant of the tradeoff has been discussed for situations without a clear 

direction for the transition. For example, March (1991) describes exploration-exploitation tradeoffs in 

the organizational context, which require a constant balance of both exploratory and exploitative 

tendencies. Perhaps the most prominent model of such a balance is provided by the Gittins index 



Running head: UNPACKING THE EXPLORATION-EXPLOITATION TRADEOFF 20 

(Gittins, 1979). It predicts whether a decision maker should exploit  or explore  for each point in time. 

The index is based on a formal analysis of multi-armed bandit problems and represents a useful 

benchmark for the analysis of a variety of behaviors, ranging from humans playing ultimatum games 

(Brenner & Vriend, 2006) to birds (great tits) sampling different food sources before committing to 

the most profitable one (Krebs et al., 1978).  

Gradual Transitions 

The variations of the tradeoff discussed so far share the underlying assumption that the 

transition between exploration and exploitation is marked by a qualitative “switch” from one behavior 

to the other. However, as illustrated in our discussion of exploration-exploitation continua, a 

qualitative distinction between the behaviors is not always easy to determine or it might not even exist 

in some situations. Instead, the behaviors can occur concurrently or agents can gradually transition 

over time. Perhaps the most detailed investigation of such a gradual transition is provided in the 

foraging literature on area-restricted search, which has shown that foragers tend to shift gradually 

from exploitation, marked by small “steps” with high-angle turns when resources have been found, to 

exploration, marked by larger straighter steps as resources are no longer found (Bell, 1991; Hills, 

2006).  

Further evidence suggesting a gradual transition between exploration and exploitation comes 

from the neuroscience literature. Aston-Jones and Cohen (2005) have associated the transition with 

patterns of release of the neurotransmitter, norepinephrine, from the locus coreolus (LC); namely 

spikes of release with exploitation (phasic mode of LC) and constant levels of release with 

exploration (tonic mode of LC). Finally, a gradual transition between exploration and exploitation is 

also assumed in many formal models, such as the RL models and the epsilon-decreasing rule 

discussed above (Sutton & Barto, 1998) or the instance-based-learning (IBL) model of binary choice 

(Gonzalez & Dutt, 2011).  
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Non-Straightforward Transitions 

Finally, the issue of transition is further complicated by the fact that even if a qualitative 

switch between exploration and exploitation can be determined, the two behaviors do not always 

follow one another in a straightforward manner. For example, there are situations where agents 

exploit an option without any prior exploration. This can be the case if a bird needs to consume 

calories as soon as possible because it is on a negative energy budget (Caraco et al., 1990); or if a 

female lizard initially chooses indifferently between mates and thereby increases its chance for 

offspring (Laloi, Eizaguirre, Fédérici, & Massot, 2011). Even though rewards in those examples are 

accompanied by obtained information, the agents’ primary goal is to exploit the rewards in order to 

fulfill some basic need (food, mating) and, thus, even though the choice is made randomly, it can be 

considered as exploitative. 

Another example of a non-straightforward transition is presented by situations where agents 

continue to explore after having made an exploitative decision. For example, after the initial mating, 

the lizards just mentioned continue searching for potentially better mates; chipmunks devote some of 

their foraging time to finding and assessing alternative feeding sites even after having chosen a site 

(Kramer & Weary, 1991); and car buyers continue to read advertisements even after they buy a 

particular car (Engel, 1963; see also Gigerenzer, Dieckmann, & Gaissmaier, 2012 for more on 

searching for further information beyond what is necessary to make a quick decision). Although this 

kind of transition is rarely considered in the investigation of exploration-exploitation tradeoffs, there 

are several reasons where agents might engage in exploration beyond exploitation: It provides 

information about foregone payoffs for alternatives that were not chosen and, thereby, can increase 

one's chance to make better exploitative choices in the future, especially in dynamically changing 

environments (Kramer & Weary, 1991); can help to reduce regret (Ritov & Baron, 1995) or cognitive 

dissonance (Festinger, 1957); and because exploration itself can be rewarding (Denrell & Le Mens, 

2011). 
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The Role of Agents’ Goals 

A final important conclusion from our synthesis of the literature points to the role of an 

agent’s goals in the exploration-exploitation process. As we will show, goals cannot only affect 

whether behavior is considered as exploration and exploitation, but also how agents address a possible 

tradeoff between these behaviors and how a behavior is interpreted by an external observer. 

An important distinction in the exploration-exploitation literature is made between random 

and goal-oriented exploration. Several theories, such as the RL models, assume that agents choose 

randomly between options during exploration (also see the explorative sampler model from Erev, Ert, 

& Yechiam, 2008). According to this assumption, seemingly random choices will be classified as 

exploration, while any goal-directed behavior will be classified as exploitation. The idea of random 

exploration is contrasted by the idea that exploration itself can also be goal-oriented and follow a 

higher-level strategy (cf. Cohen et al., 2007). Higher-level goals during exploration can be related to 

any of the conceptual dimensions discussed above. For example, agents can have goals based on 

specific search strategies or heuristics, which result in characteristic behavioral patterns (Gigerenzer 

& Goldstein, 1996; Hills & Hertwig, 2010). They can have goals based on experiences with or 

hypotheses about the values of explored options (Denrell & March, 2001; Mehlhorn et al., 2014; and 

Rakow, Demes, & Newell, 2008, respectively). Or they can have goals related to the maximization of 

obtained reward, resulting in extended information search (Hau, Pleskac, Kiefer, & Hertwig, 2008). 

Due to the similarities between goal-oriented exploration and exploitation, some researchers have 

suggested that goal-directed behaviors during exploration may rely on mechanisms similar to those 

required for exploitation (Cohen et al., 2007; Gonzalez & Dutt, 2011). However, the goals of 

exploration and exploitation are not always identical. In general, goals during exploration tend to be 

more focused on obtaining information and thereby reducing uncertainty, whereas goals during 

exploitation tend to be largely focused on obtaining rewards (Cohen et al., 2007; Gonzalez & Dutt, 

2012; Gupta et al., 2006; Hills et al., 2010; Rakow & Newell, 2010; Sutton & Barto, 1998).  

Goals are also relevant for exploration-exploitation decisions because they can affect how an 

agent addresses possible tradeoffs. For example, goals can influence how agents trade off the 
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immediate rewards expected from exploitation against the deferred rewards expected from 

exploration, and how they trade off the costs of search versus the rewards of choice as studied in 

research on temporal discounting (in humans: Green, Myerson, & McFadden, 1997; neural correlates: 

Kable & Glimcher, 2007; in animals: Kagel, Green, & Caraco, 1986) and speed-accuracy tradeoffs (in 

humans: Bogacz et al., 2010; in animals: Chittka et al., 2009), respectively. An especially impressive 

example for the interaction between goals and exploration-exploitation tradeoffs comes from the 

investigation of risk-sensitivity in animals (Bateson, 2002; Stephens, 1981): Animals tend to be risk 

prone when they are on a negative energy budget (i.e., when they are using more energy than they are 

consuming and so will eventually starve). The goal here is to survive and choosing the risky option 

(i.e., exploring) that offers a chance of survival. However, if this goes well and the animal returns to a 

positive energy budget, the goal changes from maximizing potential energy intake to finding options 

that are “good enough”. Consequently, the animal tends to become risk-averse and exploit safe 

options. Here, the agents’ goals affect their choice, and the outcome of the choice then affects 

subsequent goals and behavior. 

Finally, goals can affect an observer’s interpretation of exploration-exploitation behavior, and 

thereby the conclusions that are drawn about the tradeoff. For example, peoples’ tendency to 

overmatch and thus under-maximize in probability learning experiments, where one alternative 

stochastically dominates the other, is typically interpreted as irrational behavior. This interpretation is 

based on the assumption that the decision-maker’s goal is to exploit the option with the higher payoff 

(Newell & Rakow, 2007; Vulkan, 2000). However, in the context of probability-matching 

experiments where participants often have to make thousands of choices in which the optimal strategy 

is to always press the same key (i.e., the stochastically dominant option – Shanks, Tunney, & 

McCarthy, 2002), participants’ goals might change, for example, to the alleviation of boredom. 

Consequently, a participant might occasionally choose the less likely, dominated option, thereby 

reducing payoff but satisfying his current intrinsic goal of reducing boredom (Goodnow, 1955; 

Newell, Koehler, James, Rakow, & van Ravenzwaaij, 2013). Here, the agent’s goals affect behavioral 
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patterns (occasional switching to the less-likely option) because they mediate how the agent values 

the outcomes observed. 

Conclusions 

In this paper, we have provided a cross-disciplinary synthesis of a large and diverse 

knowledge base on exploration and exploitation. The idea of a single tradeoff between exploration 

and exploitation represents a stark oversimplification. Instead, as suggested by Cohen et al. (2007), 

there seems to be a family of tradeoffs spanning different concepts and scales and potentially being 

addressed by different kinds of mechanisms. Based on our synthesis, we identified essential elements 

that a unifying theory should be able to explain in order to provide a better understanding of this 

family of exploration-exploitation tradeoffs.  

In short, a unifying theory should cover the different conceptual dimensions of exploration 

and exploitation, including their various interactions, potential contradictions, and implications on the 

focus of a tradeoff between the two behaviors. It should be able to account for the fact that 

exploration and exploitation can exist on a continuum where an agent can, to some extent, engage in 

both exploration and exploitation at the same time. This continuum perspective is especially 

interesting because it implies not only that exploration and exploitation are not necessarily mutually 

exclusive, but also that they might even represent mutually enabling conditions in certain situations. 

Most importantly, any considerations of their conceptualizations should take into account the 

potential effects of agents’ goals on their valuation of costs and rewards in the most general sense, and 

thereby on their approach to the tradeoff in any given situation. 

A unifying theory should also account for the variety of transitions that can occur between 

explorative and exploitative modes of behavior. While most existing theories and models are targeted 

at a specific variation of such transitions, a comprehensive model should be able to account for 

bidirectional transitions, and for transitions without a clear directionality or without a clear qualitative 

switch. Here, a potentially fruitful line of investigation could lie in what we termed non-

straightforward transitions. Such transitions might open new perspectives on the tradeoff, as they 
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stress the importance of factors such as regret avoidance that have not traditionally been a focus of 

exploration-exploitation research. 

Perhaps the most challenging requirement lies in the fact that exploration and exploitation are 

ubiquitous at many levels of abstraction, both behaviorally and cognitively. They occur at multiple 

scales in space and time, at various social levels, and in external and internal environments. Our 

models must be able to capture the interactions between these different levels (Hills et al., 2010). For 

example, when shopping for food, a person can either exploit a current aisle in the supermarket or 

they can explore a new aisle. One level up, the person can “exploit" the supermarket they know or 

they can explore a new one. They can exploit shopping in supermarkets, a familiar experience, or they 

can try shopping at different sorts of stores or markets over time. Similarly at the cognitive level, the 

person can exploit the heuristics they usually employ for choosing aisles, stores, or store types; or 

they can explore whether a new heuristic will serve them better. On a meta-cognitive level, the person 

could think about whether the way they choose a heuristic should be focused on a previously 

exploited one or one that still needs to be explored. Furthermore, beyond individual cognition and at 

the social and organizational levels, one could consider how the person’s desire to explore or exploit 

interacts with the desire to conform to social norms. For example, a social trend to consume organic 

and natural products may influence the decisions to exploit or explore supermarkets.    

New research is already heading in promising directions to explore how agents deal with the 

different (or similar) tradeoffs that present themselves across these different hierarchical levels of 

space, time, and abstraction (cf. Cohen et al., 2007). Future research needs to not only explore how a 

hierarchical use of mechanisms at different scales can be implemented, but also to what extent such 

mechanisms are sensitive to the variety of environmental, social, and individual factors discussed in 

this review. We expect that the need to consider mechanisms across different levels of abstraction will 

require a broader approach than those most prevalent in the current literature. The development and 

evaluation of such a unifying model of exploration-exploitation tradeoffs is an important goal for 

future research. 
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Table 1  

Overview of different environmental factors and examples of their relevance for exploration and 

exploitation. 

Factor Influence on exploration and exploitation  

Depletion and 

replenishment 

of resources 

Depletion of resources requires switching to new resources, while non-depleting and 

replenishing resources allow for continuing or resuming exploitation (Charnov, 1976).  

Even if patches do not deplete, exploration might be adaptive to increase information 

and reduce boredom (Cohen et al., 2007).  

The ratio of depletion relative to replenishment determines the rules foragers should 

use to decide when to leave a patch (Nonacs, 2010). 

Available 

information 

about the 

options 

Optimal stopping behavior and search/choice strategies are affected by the available 

information; ranging from situations with “pure” information/reward for the selected 

option as in observe-or-bet tasks (Rakow et al., 2010) or the sampling paradigm 

(Hertwig et al., 2004), over a mixture of information and rewards for the selected 

option as in multi-armed bandit problems (Gittins, 1979), to a combination of 

information and rewards for the selected option and information about foregone 

payoffs in not-selected options (Erev & Barron, 2005; Yechiam & Busemeyer, 2006). 

Foregone payoff information can induce regret and reduce future exploration in rats 

(Steiner & Redish, 2014). 

People who receive foregone payoff information show a higher propensity to take risks 

(Yechiam & Busemeyer, 2006; Yechiam, Rakow, & Newell, 2015) 

Costs of 

information vs. 

value of reward 

The usefulness of exploration and exploitation depends on the costs of exploration as 

well as the costs of switching between the two (Charnov, 1976). 

Exploration tends to decrease with increasing costs of search and decreasing values of 

possible reward (Fu & Gray, 2006; Gigerenzer et al., 2012; Hau et al., 2008). 

Chipmunks increase the time spent exploring alternatives as the quality of the 

currently exploited patch decreases (Kramer & Weary, 1991). 

Participants tend to switch to non-compensatory decision strategies, which involve less 

exploration, when costs of information search increase (Bröder, 2000; Newell & 

Shanks, 2003). 

Structure of the 

environment 

Structure can affect the type of exploration, with well-structured environments inviting 

more controlled, goal-directed exploration (Cohen et al., 2007; Lee et al., 2011). 

Different exploration and exploitation behavior is adaptive in patchy environments 

versus distributed environments (Hills et al., 2013). E.g., bees make foraging decisions 

after only a few visits to nearby flowers, likely due to highly autocorrelated 

distribution of rewards that makes short exploration adaptive (Real, 1992). 

Agents explore more or less as a function of the number of available choice options 

and the distribution of their features (Fasolo et al., 2009; Scheibehenne et al., 2010). 

Probability of 

“Gains” vs. 

“Losses”  

People tend to overexplore in environments containing “rare disasters” and 

underexplore in environments containing “rare treasures” (Teodorescu & Erev, 2013). 

Foraging animals reduce their foraging efforts as predation risk increases in their 

environment (Verdolin, 2006). E.g., Female fiddler crabs reduce the amount of mate 

search in response to increased predation risk (Booksmythe, Detto, & Backwell, 

2008).  

Stability and 

predictability of 

The need for exploration increases with reduced stability/predictability of the 

environment (neuroscience: Gold & Shadlen, 2007; reinforcement learning: Kaelbling 
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the environment et al., 1996; foraging: Kramer & Weary, 1991).  

However, if the environment is too dynamic/unpredictable, exploration can become 

dysfunctional, because obtained information is no longer valid (March, 1991; Todd & 

Miller, 1999). 

In stable environments, foragers can use simple fixed-time or fixed-number rules to 

decide when to leave a patch, while more sophisticated rules are needed in dynamic 

environments (Nonacs, 2010). 

Shape of 

underlying 

payoff 

distributions 

The payoff distribution affects how much exploration is needed. For example, small 

samples can be advantageous for unimodal payoff distributions (Hertwig & Pleskac, 

2010), while large samples are required to correctly identify a bimodal distribution.  

Animals seem to be sensitive to the shape of the distribution, as suggested by the fact 

that when a species is beginning to diverge, choosiness of individuals (i.e., 

exploration) increases, for example, in butterflies (Friberg et al., 2007) and fish (Gabor 

& Ryam, 2001; Rundle & Schluter, 1998). 

Horizon Optimal stopping behavior and search/choice strategies are affected by the horizon of a 

choice problem (Kaelbling et al., 1996); with horizons ranging from finite (where the 

agent knows there will be n choice-episodes: Lee et al., 2011), to uncertain (where the 

agent knows there will be somewhere between n and m episodes : Seale & Rapoport, 

2000), to infinite (where the agent knows there is a probability of any episode being 

the final one, but the actual number of episodes is neither known nor constrained to 

fall within any range: Gittins, 1979). 

Internal 

(Memory) vs. 

External 

(Environment) 

Similar exploration and patch-leaving rules are used in memory and in the 

environment (Fu & Pirolli, 2007; Hills, Todd, & Goldstone, 2008; Wolfe, 2012).  

Some characteristics of search behavior are similar for internal and external search 

tasks (Wilke et al., 2009). 
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Table 2  

Overview of different individual factors and examples of their relevance for exploration and 

exploitation. 

Factor Influence on exploration and exploitation  

Cognitive capacity Exploration increases with working memory capacity (Hills & Pachur, 2012; 

Rakow et al., 2008), numeracy, and self-reported ability for rational thinking 

(Lejarraga, 2010).  

But low working memory capacity can be adaptive in dynamic environments where 

outcomes change over time (Brydges, Heathcote, & Braithwaite, 2008); when the 

decision maker relies on “simple” heuristics that require little information, such as 

the recognition heuristic (Schooler & Hertwig, 2005); and when contingencies 

between decision options need to be detected (Fiedler & Kareev, 2006; Gaissmaier, 

Schooler, & Rieskamp, 2006). 

Aspiration levels  Higher individual aspiration levels, such as the satisficing threshold (Simon, 1990), 

the decision threshold (Newell & Lee, 2011), or the desired level of confidence 

(Hausmann & Läge, 2008), correspond to more exploration. 

Self-reported “maximizers” search for more information and have a higher 

likelihood to defer choice than “satisficers” (Parker, Bruine de Bruin, & Fischhoff, 

2007; Schwartz et al., 2002). 

Mating aspiration levels and resulting exploration decrease with the number of 

available mates and one’s own attraction on the mating market in fish (Borg, 

Forsgren, & Amundsen, 2006) and humans (Beckage, Todd, Penke, & Asendorpf, 

2009; Todd & Miller, 1999).   

Current state of the 

individual 

Increased energy levels reduce the time animals allocate to foraging and increase 

the time they spent in vigilance to predators (Bachman, 1993; Kotler, Brown, & 

Bouskila, 2004). 

Negative energy budgets result in preferences for variable or unknown outcomes 

(i.e., exploration) and positive energy budgets result in preferences for stable and 

known outcomes (i.e., exploitation; Bacon et al., 2010; Caraco, 1981; Caraco et al., 

1990). 

Depression can increase exploration (von Helversen, Wilke, Johnson, Schmid, & 

Klapp, 2011; Blanco, Otto, Maddox, & Love, 2013). 

Prior experience 

and knowledge 

about 

environmental and 

social 

characteristics of 

the situation 

Prior expectations about risks and payoffs can affect preferences and duration of 

exploration (Denrell & March, 2001; Gonzalez & Dutt, 2011; Mulder, 

Wagenmakers, Ratcliff, Boekel, & Forstmann, 2012). 

Laypeople explore more information than domain experts, because experts know 

what is relevant (Gigerenzer & Gaissmaier, 2011). 

Humans and animals are more likely to defer choice (i.e., neither explore nor 

exploit) when they have insufficient knowledge (Perry & Barron, 2013). 

Morphology  Larger individual Atlantic salmons are more likely to explore than smaller 

individuals (Armstrong, Braithwaite, & Huntingford, 1997). 

Use of public information instead of risky personal patch exploration occurs in 

nine-spined sticklebacks, but not in three-spined sticklebacks; probably because 

nine-spined sticklebacks are at higher predation risk due to a morphological 

difference (Coolen, Bergen, Day, & Laland, 2003). 

Sensory sensitivity of honey bees is related to foraging task specialization and 
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resource exploitation (Riveros & Gronenberg, 2010). 

Demographics  Humans may reduce exploration with increased age (Mata, Wilke, & 

Czienskowski, 2013), and show reduced exploration in girls compared to boys 

(Slovic, 1966). 

Humans show individual differences and a change in the discounting of future 

rewards across their lifespan (Green, Myerson, & Ostaszewski, 1999) 

There are sex differences in the amounts of exploration and exploitation for many 

animals; however, the sex doing the most exploring or exploiting is not consistent 

across species.  

Levels of 

neurotransmitters 

hormones  

Dopaminergic activity levels are related to inter-individual differences in 

exploratory behavior for animals and humans, with high dopamine associated with 

little exploration and low dopamine associated with higher levels of exploration 

(Hills, 2006). 

Inter-individual variation in exploratory behavior in animals has been linked to 

testosterone levels, but the evidence is mixed (Kellam, Lucas, & Wingfield, 2006; 

Mutzel et al., 2011). 
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Table 3 

Overview of different social factors and examples of their relevance for exploration and exploitation. 

Factor Influence on exploration and exploitation  

Competitiveness 

of the environment 

Animals foraging in groups distribute themselves across patches based on patch 

profitability and competitive pressure (fish: Godin & Keenleyside, 1984; ducks: 

Harper, 1982). 

Exploration is less costly in non-competitive environments than in competitive 

environments; e.g., during mate choice in fish (Lindstrom & Lehtonen, 2013) and 

humans (Todd, 2007; Goldstone, Ashpole, & Roberts, 2005).  

The presence of competitors reduces information search in the “sampling 

paradigm” (Phillips et al., 2014). 

Exploration might be especially useful in competitive environments because it can 

help the agent to find a “niche” where he is better adapted than his competitors 

(Cohen et al., 2007; Schulze et al., in press). 

Availability of 

social information  

Honeybees share information about food-patch quality, thereby reducing others’ 

need for exploration (Biesmeijer & de Vries, 2001).  

The use of public information can improve the estimation of patch quality and 

prevent the underutilization of resources (Valone, 1989). 

Observing others provides counterfactual information about strategies not yet 

pursued by oneself (Montague, King-Casas, & Cohen, 2006). 

Under certain circumstances, the use of public information can be suboptimal and 

misleading (Giraldeau, Valone, & Templeton, 2002). 

Mutual exploration 

and exploitation 

Optimal mate search strategies strongly differ as a function of whether or not 

mutual search is taken into account (Todd, 2007; Todd & Miller, 1999). 
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Figure 1. Illustration of human mate search at different levels. At the broadest level, one might 

consider groups of potential partners; while at the narrowest level, one might consider one particular 

individual. Within each level, behavior can be explorative and exploitative.  
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Figure 2. Illustration of an exploration-exploitation continuum for three conceptual dimensions: 

Behavioral patterns of the agent, values and uncertainty related to the choice options, and obtained 

outcomes.  

 

 


