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N -grams have had a great impact on the state of the art in natural
language parsing. They are central to many parsing models [2, 3, 6, 4],
and despite their simplicity n-gram models have been amazingly success-
ful. Modeling with n-grams can be viewed as an induction task. Given a
sample set of strings, the task is to guess the grammar that produced that
sample test. Grammar induction is a problem that consists of two parts:
choosing the class of languages amongst which to search and designing
the procedure for performing the search. By using n-grams for grammar
induction one addresses the two parts in one go. In particular, the use
of n-grams implies that the solution will be searched for in the class of
probabilistic regular languages. However, the class of probabilistic regular
languages induced using n-grams is a proper subclass of the class of all
probabilistic regular languages.

Besides N -grams, there is a variety of general methods capable of in-
ducing all regular languages [5, 1, 7]. Their relevance for natural language
parsing is that regular languages are used for describing the bodies of rules
in a grammar. Consequently, the quality and expressive power of the re-
sulting grammar is tied to the quality and expressive power of the regular
languages used to describe them. And the quality and expressive power
of the latter, in turn, are influenced directly by the method used to in-
duced them. These observations give rise to a natural question: can we
gain anything in parsing from using general methods for inducing regular
languages instead of methods based on n-grams? Specifically, can we de-
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scribe the bodies of grammatical rules more accurately and more concisely
by using general methods for inducing regular languages?

In our paper, our main question is aimed at understanding how different
algorithms for inducing regular languages impact the parsing performance
with those grammars. A second issue that we explore is how the gram-
mars perform when the quality of the training material is improved, that is,
when the training material is separated into part of speech (POS) categories
before the regular language learning algorithms are run.

Our experiments support two kinds of conclusions. First, they suggest
that modeling rules with algorithms other than n-grams not only produces
smaller grammars but also better performing ones. Second, the procedure
used for optimizing the automata reveals that some POS behave almost de-
terministically for selecting their arguments, while others do not. These
findings suggests that splitting classes that behave non-deterministically
into homogeneous ones could improve the quality of the inferred automata.
We saw that lexicalization and head-annotation seem to attack this prob-
lem. Obvious questions for future work arise: Are these two techniques
the best way to split non-homogeneous classes into homogeneous ones? Is
there an optimal splitting?
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