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ABSTRACT

In recent work, theories of case-based legal reasoning have been
applied to the development of explainable artificial intelligence
methods, through the analogy of training examples as previously
decided cases. One such theory is that of precedential constraint. A
downside of this theory with respect to this application is that it per-
forms single-step reasoning, moving directly from the case base to
an outcome. For this reason we propose a generalization of the the-
ory of precedential constraint which allows multi-step reasoning,
moving from the case base through a series of intermediate legal
concepts before arriving at an outcome. Our generalization revolves
around the notion of factor hierarchy, so we call this hierarchical
precedential constraint. We present the theory, demonstrate its ap-
plicability to case-based legal reasoning, and perform a preliminary
analysis of its theoretical properties.
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1 INTRODUCTION

There has been a lot of interest over the past years in making artifi-
cial intelligence (A1) more interpretable or explainable, as this kind
of technology is increasingly being applied to tasks with ethical,
social, or legal impact to end-users. This emerging field is often
called explainable artificial intelligence (xAI).

It has been argued in the literature, e.g. in [19], that one approach
to tackle this problem is by considering the problems and solutions
studied in the field of a1 & law, of which explainability has always
been a core aspect. Indeed, we have seen several xa1 methods devel-
oped with their roots in argumentation and case-based reasoning,
such as [14, 6, 7, 8].

The recently developed method in [14] makes use of the for-
mal result model of precedential constraint first proposed by Horty
in [11], as the basis of its case-based reasoning mechanism. Exam-
ples from the Ar’s training data are represented in a factor-based
approach in the style of HYPO [3], and explanations for specific
decisions made by the A1 are provided in the form of an argumenta-
tive dialogue about the decision at hand, starting with the citation
of a similar case from the training set.

In this model of precedential constraint a simplifying assumption
is made that the precedential reasoning involved moves directly
from the precedent to an outcome in the focus case, rather than
moving in multiple steps through intermediate legal concepts. This
limits the argumentative discourse that can be based on the theory,
which in turn limits the depth of the explanation that a method
such as the one developed in [14] can produce. To this end, in
the present work we propose a generalization of Horty’s theory
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of precedential constraint which enables multi-step precedential
reasoning, primarily in the hope that it can form the basis of more
expressive XAI methods. Central to this generalization is a move
from a plain factor-based representation of cases to the use of a
factor hierarchy as used in cATO.

The HYPO program starts with a simple representation of cases as
consisting of factors that favor either the plaintiff or the defendant.
In its successor, CATO, a factor hierarchy is used instead, in which
factors do not simply express a preference towards either of the
outcomes but instead support or oppose each other in a hierarchical
fashion. Just as caTo allowed multi-step inferences through the
use of a factor hierarchy compared to HYPO, we wish to facilitate
multi-step inferences for precedential constraint through the use
of a factor hierarchy. This leads us to name our generalization
hierarchical precedential constraint.

Another source of inspiration for us is the work on precedential
constraint by Roth and Verheij in [15, 16]. In [15] Roth presents
a model which is similar in some ways to that of Horty, in that it
contains a comparable definition of what it means for a case base
to constrain future decision making; and different in other ways,
for instance in that it represents cases in a style that is closer to the
hierarchical representation used in the cATo program.

After having presented our generalization, we demonstrate its
behaviour through some examples, and we analyse its theoretical
properties. We do so in particular by considering whether the form
of reasoning thus described is monotonic or not; a property which
characterizes the defeasability of inferences and plays an important
role in the study of reasoning and argumentation [17].

This work is structured as follows. We begin by discussing some
related work in Section 2. Then, in Section 3, we describe the the-
ory of precedential constraint of [11]. In particular, we describe
the knowledge representation it uses in Section 3.1, the theory it-
self in Section 3.2, some examples in Section 3.3, and a discussion
on the topic of monotonicity in Section 3.4. In Section 4 we then
present our generalization, following the same layout as Section 3;
in Section 4.1 we present a knowledge representation in the style
of the caTo factor hierarchy, in Section 4.2 we describe the notion
of constraint for cases in this representation, in Section 4.3 we
give some examples, and in Section 4.4 we consider whether this
form of reasoning is monotonic. We conclude with a discussion and
conclusion in Sections 5 and 6 respectively.

2 RELATED WORK

In the final two paragraphs of [11] Section 7, Horty describes a pos-
sible generalization of his theory which allows multi-step reasoning.
In this modified version cases would be represented as linked sets
of precedent constituents, moving from the initial facts of the case
through a series of more abstract legal concepts to ultimately arrive
at a decision for the plaintiff or the defendant.

A work that has attempted to develop such a more general frame-
work, and which actually predates Horty’s [11], is found in Roth’s
dissertation [15] Chapter 3 and Roth and Verheij’s [16]. In this
work a formal theory is formulated which aims to describe the
conclusions that follow from the precedential reasoning method.
Roth’s theory notably differs from that of Horty in that cases are
not represented as sets of factors but as sentences in a language
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of [20] with symbols for support and attack between these factors.
This way a case cannot only contain factors but can also contain
information on the internal relation between the factors in terms
of attack and support, inspired by the idea of the factor hierarchy
of [1]. A further difference, inspired by [20], is that sentences of the
form p — (q — r) are also permitted, so that a factor can express
support for a support relation, and so on.

Based on these richer case representations a theory is then de-
veloped on the way in which precedent cases influence decisions in
a novel fact situation. Interestingly, Roth uses attack and support
relations to allow the a fortiori reasoning it models to be applied
not only to the final outcome of the case but also to intermediate
conclusions. This is done by using the attack and support relations
to identify components of the case that provide support or oppo-
sition to the claim at hand; if there is more support in the novel
case but less opposition, then the same decision should be made
in the novel case. This is very much akin to the ideas in Horty’s
work [11]. In fact, some of the essence of Horty’s formalization of
a fortiori constraint through [11] Definition 10 was already present
in Roth’s notion of dialectical support in [15] Definition 8 and [16]
Definition 5, and with some effort one can show that the former
definition can be stated in terms of the latter.

In the present work we opt to build directly on Horty’s theory
rather than follow that of Roth. This has the advantage that we
can make use of the theoretical and applied results that followed
[9], which has been studied more extensively than Roth’s theory.
In addition, we do not model Roth’s nesting of support and attack
relations, and instead focus on the hierarchy of factors.

However, we do take inspiration from Roth’s theory. Firstly,
we follow Roth by enriching the representation of cases relative
to Horty’s theory. In contrast to Roth, we do not do so directly,
by allowing case representations to contain sentences expressing
support or opposition between factors; but indirectly, by keeping
the case representation as in Horty’s theory, but assuming that the
set of factors has an underlying hierarchical structure. Secondly,
we follow Roth in allowing the forcing relation to operate not just
on the final outcome of cases (i.e. a decision for the plaintiff or the
defendant) but also on intermediate decisions. However, in contrast,
we do so not by use of what Roth calls a relevance relation, but rather
by applying recursion on the structure of the factor hierarchy.

3 PRECEDENTIAL CONSTRAINT

In this section we describe Horty’s formal account of the result
model of precedential constraint, first presented in [11]. We begin
by describing the factor-based knowledge representation it uses,
pioneered by the HYPO program. We then give Horty’s definition
of the way in which a case base in this representation constrains
future decision making, and demonstrate it through some examples.
We conclude with some observations on whether the inferences
resulting from this notion of constraint are monotonic.

3.1 Factors, sides, and cases

A concept that permeates the A1 & law literature is that of factors;
facts which are legally relevant in the sense that their presence or
absence influence the outcome of cases. A factor is traditionally
assumed to provide support for exactly one of the outcomes. This
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support is defeasible rather than strict, and the weighing of factors
against each other is a key component of court cases. Factors were
first used as a knowledge representation device in the HYPO pro-
gram [3], and this use has since become common practice in the
field of A1 & law. More information about factors and their history
may be found in e.g. [3].

Formally the factors of some legal domain are modelled as a finite
set P of propositional variables. Additionally, we assume there are
two possible outcomes; 7, for plaintiff; and &, for defendant. These
outcomes may also be referred to as sides, and we write S := {x, §}
for the set of sides. Each factor is assumed to support exactly one
of the two outcomes. This is modelled by the assumption that P
is equal to a disjoint union P = ProUCon. If p € Pro then p is a
factor that provides support for a decision in favor of the plaintiff;
if instead p € Con then it provides opposition to a decision in favor
of the plaintiff. When a factor is pro- it is assumed to be con-é
and vice versa, so for a uniform treatment of the sides 7 and ¢ it is
useful to define two functions Pro, Con : S — 2F by
Con ifs=u,

Con(s) = {Pro if s =6, 9

Pro ifs=umx,

Pro(s) :=
ro(s) {Con ifs=29,

where 2F denotes the powerset of P.

A fact situation is now a valuation, or also sometimes called an
interpretation, of the set of factors P. This means that a fact situation
F is a function F : P — {t,f} that maps the factors to either true
(t) or false (f). Intuitively F(p) = t means the factor p applies in
F, and F(p) = f means the factor p does not apply in F. Instead of
writing F(p) = t we will write F k p, and similarly F £ —p instead
of F(p) =f.If G C Pthen F F Gmeans F £ pforallp € P. A
case is a fact situation that is decided for one of the two outcomes,
modelled as a pair (F,s) with F a fact situation and s € S a side.
Such a case will be denoted F:s for brevity. A set of cases is called a
case base and usually denoted by CB.

We note that in [11] fact situations are represented as subsets F C
P, but formally speaking this is no different from using valuations F :
P — {t,f} (simply regard those factors present in the fact situations
as being assigned true, and those absent as being assigned false).
We prefer to use valuations as they are more readily generalized
to partial fact situations, which are not used in the theory of [11],
but which will be useful to us in the present work. By partial fact
situation we mean a fact situations in which not all factors are true
or false, but a third ‘unknown’ or ‘undecided’ option is possible. We
will talk about such fact situations in the language of three-valued
logic, which has a rich history of study; see e.g. [9]. In the present
work we follow the notation and conventions of [4].

Formally we can view such a partial fact situation as a function
F: P — {t,f, u}. Intuitively we interpret F(p) = u to mean that it
is not (yet) decided whether p applies in F or not. We will use the
same notation for partial fact situations as for regular fact situations
with respect to the entailment symbol k.

Example 3.1. Both HYPO and cATO were applied to the domain
of trade secret law, and so we will use this domain as a running
example in this work. In Figure 1 some example factors are shown
for this domain, they are described in [1] Appendix 1 as follows.

F1 Plaintiff disclosed its product information in negotiations
with defendant.
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I'x Misuse-of-Trade-Secret |

| F1 Disclosure-In-Negotiations
F2 Bribe-Employee I

| F4 Agreed-Not-To-Disclose |

! |
F1 F2 F4 F6

Figure 1: An example of some factors for the domain of trade
secret law, from [2] Figure 4. The lines indicate whether the
factors support or oppose a decision for the plaintiff; solid
lines indicate support and dashed lines indicate opposition.

F2 Defendant paid plaintiff’s former employee to switch em-
ployment, apparently in an attempt to induce the employee
to bring plaintiff’s information.

F4 Defendant entered into a nondisclosure agreement with
plaintiff.

F6 Plaintiff adopted security measures.

All aside from F1 are pro-plaintiff factors, meaning that their pres-
ence offers defeasible support for a decision for the plaintiff.

3.2 The notion of constraint

Horty’s theory of precedential constraint, first proposed in [11],
builds on the factor-based method of case representation to give a
precise account of the way in which precedent constrains future
decision making. We recall it here, but should note that our presenta-
tion differs slightly from the way it is usually done in the literature,
so as to emphasize similarities with the generalized version we
propose in Section 4.

The view of precedent adopted in Horty’s theory is that the
court’s decision in the precedent case represents an assessment
of the balance of the applying pro and con factors. Later courts
are then constrained to make decisions that are consistent with
this assessment. What it means to be consistent is made precise by
the theory: if a certain configuration of pro and con factors were
decided for a particular outcome, then any fact situation with the
same or more pro factors, and the same or fewer con factors, should
be decided for that same outcome. This is captured by the following
definition, which is [11] Definition 10.

Definition 3.2. Let CB be a case base for a set of factors P, and
s € S a side. We say CB forces the decision of a fact situation F for
s, written CB, F F s, if and only if there exists G:s € CB such that:

(1) for all g € Pro(s): if G k q then F F ¢, and

(2) forall g € Con(s):if F £ g then G F q.

Remark 3.3. The notation we use here for forcing is copied from
the one used for the notion of semantic consequence in logic. When
a formula ¢ entails another formula ¢ this is written as ¢ £ ¢,
and if this relation only holds in the presence of an ambient set of
formulas T then this is denoted by T', ¢ E 1. In our setting the role
of T is filled by the case base CB, as the presence of these cases may
allow us to derive additional conclusions for a given fact situation.

The primary aim of the present work is to define an appropriate
version of Definition 3.2 for a variation of this model where the fac-
tors form a hierarchy, and this attempt culminates in Definition 4.8.



ICAIL 2023, June 19-23, 2023, Braga, Portugal

Before proceeding we look at some examples, and consider whether
this form of reasoning is monotonic or not.

3.3 Examples

We briefly illustrate the workings of the forcing relation through
two examples, based on the model depicted in Figure 1.

Example 3.4. Let the set of factors P be given by the two sets
Pro = {F2,F4,F6} and Con = {F1}. Now suppose that the fact
situation G F {F1,F2,F4, =F6} was decided in favor of the plaintiff,
meaning it was decided that the pro-z factors F2 and F4 together
outweigh the con-r factor F1. Now for any fact situation F we have

{Gn},FEm

iff (1) for all g € {F2,F4,F6}:if G k£ q then F F ¢, and
(2) forallq € {F1}:if FF qthenG F ¢

iff F ¢ {F2,F4}.

Note that clause (2) is trivially satisfied here because the consequent
of the implication, G F F1, is true; it does not matter whether F
satisfies F1 or not. So, in the presence of the case G:x any fact
situation F to which at least F2 and F4 apply will have its decision
for 7 forced.

Example 3.5 (Inconsistency). Note that nothing prevents both
sides r and § from being forced simultaneously for a particular fact
situation F. In [11] a case base within which such a disagreement
occurs is said to be inconsistent. For example, consider the case
H:§ with fact situation H £ {F1,F2,F4,F6}. Then, with G as in
Example 3.4, we have {G:r, H:0}, G E §; despite the fact that G was
decided for r in the case base {G:x, H:5}.

3.4 Monotonicity

It was remarked by the authors of [12] that this theory of preceden-
tial constraint is essentially monotonic. In fact, there are two ways
in which this type of precedential reasoning could be monotonic:
with respect to the case base or with respect to the fact situation. It
is easy to see that the theory is monotonic in the case base, because
the addition of more cases to a case base does not obstruct a pre-
existing precedent case from acting as a witness to Definition 3.2.
This is formalized by the following proposition, which - to the best
of our knowledge — does not appear elsewhere in the literature.

PROPOSITION 3.6. For case bases CB and CB’ with CB C CB’, a
fact situation F and a side s, if CB,F & s then CB',F & s.

PRrOOF. By the assumption CB, F E s there is G:s € CB satisfying
(1) and (2) of Definition 3.2, and so since CB C CB’ we have that
G:s € CB’ and therefore CB',F E s. m}

What about the second kind of monotonicity, with respect to the
fact situation under consideration? In the theory as we have just
described it this question cannot be phrased since a fact situation
is defined as assigning true or false to all factors, and so there is
no way in which additional information can be added to a fact
situation. Note that the same applies to the representation of fact
situations as subsets F C P used in [11]; adding a factor p € P
to such a subset can change a decision made about p. Consider,
for instance, the factor F6 from the factors of Figure 1. If it was
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decided that precautions taken by the plaintiff were insufficient to
constitute security measures, so that F6 ¢ F, then adding F6 to F
would not add an assumption but modify an existing assumption.

This changes when we allow fact situations to be partial in the
way described in Section 3.1, and apply Definition 3.2 to partial fact
situations just as we would to regular fact situations, as information
can be added to a partial fact situation by changing the truth value
from factors assigned ‘undecided’ to true or false instead. This can
be expressed formally as follows. We order the values {t, f, u} by the
information order <; as in [4]: u <; tand u <; f, while t and f are
incomparable. The reflexive closure of <; is denoted by <;, which is
extended to partial fact situations F, G by F <; G iff F(p) <; G(p)
for all p € P. The relation F <; G indicates that if F(p) € {t,f}
then F(p) = G(p). We now have the following proposition.

PROPOSITION 3.7. For a case base CB, if F and G are partial fact
situations such that F <; G, then CB, F & s does not imply CB,G E s.

Proor. For a counter example, consider again the set of factors
depicted in Figure 1. Let H:x be a case of which the fact situation
H assigns true only to F2, and false to the other factors. Now let
F be a partial fact situation assigning true to F2 and undecided to
the other factors. Applying Definition 3.2 we have {H:x},F k &
since F k F2 true and F ¥ F1. Now, let G be the partial fact situation
assigning true to F2 and F1 and unknown to the other factors. Then
F <; G,but {H:7}, G ¢ & since G k F1 while H £ —F1. O

This proposition shows that, for partial fact situations, we should
think of the forcing relation as tentative, and its conclusions as
contingent on what has been decided thus far.

4 HIERARCHICAL PRECEDENTIAL
CONSTRAINT

An important way in which the caTo program innovated over its
predecessor HYPO was through the introduction of hierarchical
structure on the set of factors on which it operates. We wish to
enrich the representation of factors laid out in Section 3.1 in a similar
way and, in doing so, indirectly enrich our case representations.
This section follows the same structure as Section 3. We begin by
describing the factor hierarchy used in the caTo program, and then
give a formal definition of what a factor hierarchy is composed of in
general. For more information about caTo and its factor hierarchy
the reader is referred to e.g. [1] or [15] Chapter 4. We then define
what it means for a set of cases in this representation to constrain
future decision making, demonstrate it by looking at some examples,
and then consider whether this form of reasoning is monotonic.

4.1 Factor hierarchy

Like HYPO the cATO program assumes the existence of a set of
factors that each provide support for exactly one of the two case
outcomes. However cato further assumes there is an additional
case-independent structure on the set of factors which details the
way in which the factors relate to each other, in addition to the way
in which they relate to the case outcomes. This structure, together
with the set of factors, is called the factor hierarchy.

Example 4.1. The prototypical example of a factor hierarchy is
the one used in the cato program for the trade-secret domain. It
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was constructed through knowledge engineering, and a portion of
it is depicted in Figure 2. Note that since the hierarchy in Figure 2
depicts only a part of the complete caTo factor hierarchy it is not
necessarily the case that what is indicated here as a basic factor is
also a basic factor in the original cato hierarchy.

The links in the hierarchy indicate a generic relation of support,
and can be either positive or negative depending on whether the
linked factors support the same outcome or not.! Factors become
increasingly abstract the further they are up in the hierarchy, up to
those in the penultimate layer which in [1] are called legal issues.
The factors that are lowest in the hierarchy are called basic or base-
level factors, and are assumed to be determined directly by the plain
facts of the case. The factors above the base-level factors are called
abstract factors. A positive link indicates (defeasible) support for
a more abstract factor, and a negative link indicates (defeasible)
opposition. Lastly, links can be strong or weak, indicating their
level of support, which is not visualized in Figure 2.

Before we formalize this hierarchical structure we note that we
do not attempt to replicate it as closely as possible. For instance,
we will not model that links can be weak or strong. We do this
for the sake of simplicity and because this distinction does not
seem to be directly relevant for our purposes; we simply let the
precedent fully decide what the relative strength of the support
links is. Furthermore, we drop the assumption that all factors have
a preference towards one of the two case outcomes. Instead, we
assume only the presence of a hierarchical structure indicating
the preference that factors have for each other. This relaxation
allows for more structure in the hierarchy, although it remains to
be seen whether this offers any benefit in practice. Lastly, we add a
layer on top of the legal issues indicating support for either of the
case outcomes, so that the hierarchy is a single entity rather than
consisting of separate components as in the cato hierarchy.

To formally define the factor hierarchy, we assume as before
that the factors are given by a finite set P of propositional letters.
However, as mentioned, we now follow Roth’s practice and Horty’s
suggestion to regard the outcomes 7 and ¢ as special factors. This
change is not intended to degrade the status of the case outcomes to
mere factors, but rather to elevate the status of factors as themselves
being subject to decision making. Additionally, we do not assume
that P is equal to a disjoint union, meaning that we do not assume
that all factors favor exactly one of the two case outcomes. The
hierarchical structure on P is given by a relation H on P, where
H(p, q) indicates that p is (directly) below g in the hierarchy.

The question now is what further structure we should impose on
H. We could, for instance, demand that H (regarded as a graph) is a
tree, meaning that between each factor there should be exactly one
path to any other factor through the hierarchy. However, looking
at Figure 2 we see that it violates this assumption; from F4 there are
two paths up to F114, one through F115 and one through F121. To
our knowledge there is no exact specification given in the literature
on what shape a factor hierarchy should have in general, so we
suggest such a specification here.

There is one exception to this rule in [2] Figure 4 in the link between F15 and F111
which are both pro-sr factors but have a negative link. As this was likely a typo the
link is made positive in Figure 2.
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While the condition that H is a tree is too strict, we would
still expect it to have some tree-like properties. For example, the
hierarchy should connect all the factors within it rather than consist
of separate disconnected components. It should also not be possible
for a factor to be above itself in the hierarchy, which is to say the
hierarchy should not contain cycles.

Furthermore, the hierarchy should culminate in a single factor
representing the binary outcome of the case. The choice for the side
corresponding to this factor is arbitrary, in what follows we choose
to associate it with the plaintiff. The other side is then represented
as the negation of this factor, in our case the defendant.

Lastly, the links between factors in the hierarchy should each
have a polarity, indicating whether the link is expressing support
(positive) or opposition (negative).

Grouping these conditions yields the following definition, which
is foundational to our notion of hierarchical precedential constraint.

Definition 4.2. A factor hierarchy is a tuple (P, H) with P a finite
set of propositional letters and H a relation on P satisfying

(1) the transitive closure of H is irreflexive;
(2) P contains exactly one H-maximal element;
(3) H is equal to a disjoint union Pro U Con.

Some remarks on the notation and terminology used here in
Definition 4.2 are in order.

(1) The transitive closure R of a relation R is the smallest ex-
tension of R which satisfies the property that if R* (x, y) and
R*(y, z) then R* (x, 2). Irreflexivity of R" means that R* (x, x)
does not hold for any x, so if R is defined on a finite set then
this property is a succinct formal way of saying that R does
not contain cycles.

(2) An element x is said to be R-maximal if for no element y the
relation R(x, y) holds; in other words there are no elements
above x in the relation. In general a set can have more than
one maximal element, or none at all, so we require hierar-
chies to have exactly one. This condition also ensures that
H, considered as a graph, is connected.

(3) The edges in the hierarchy must denote either a support
or an opposition relation, but not both. This is expressed
succinctly by requiring that the relation H (which is formally
a set of ordered pairs) is equal to a disjoint union Pro U Con.
Note that these are not the sets of propositions as in the
factor-based representation of Section 3.1: in this context
Pro and Con are both relations which together make up H
and do not overlap. We suggestively name them Pro and Con
to highlight the very similar purpose they serve compared
to the eponymous sets of Section 3.1. So, concretely, if for
two factors p, g € P the relation H(p, q) holds then either
Pro(p, q), meaning p is a pro-q factor; or Con(p, q), meaning
p is a con-q factor; but not both.

Despite grouping all factors into a single set P we can still differ-

entiate them in the usual language of case-based reasoning accord-
ing to their role in the hierarchy H.

Definition 4.3. A factor p € P is basic if it is H-minimal, meaning
there isno q € P with H(g, p). We write B for the set of basic factors.
Factors that are not basic are called abstract. We write A for the set
of abstract factors, so A := P\ B.
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| 7 Misuse-of-Trade-Secret
F1 Disclosure-In-Negotiations
| F2 Bribe-Employee
| F4 Agreed-Not-To-Disclose
F5 Agreement-Not-Specific
| F6 Security-Measures
| F15 Unique-Product
F16 Info-Reverse-Engineerable

|
|
|
|
|
| F21 Knew-Info-Contfidential

F23 Waiver-Of-Confidentiality I
| F25 Info-Reverse-Engineered |
| F26 Deception

F101 Info-Trade-Secret |
| F102 Efforts-To-Maintain-Secrecy |

F104 Info-Valuable

F105 Info-Known-Or-Available |
| F106 Info-Known

F108 Info-Available-Elsewhere I

F110 Improper-Means-Conclusion |
| F111 Questionable-Means

F114 Confidential-Relationship |
| F115 Notice-Of-Confidentiality |

F120 Info-Legitimately-Obtained-or-Obtainable
I Fi21 Express-Confidentiality-Agreement |
| F122 Efforts-T intai ecy-Vis-A-Vis-Di

F21 F5 F23 F4

F26

Figure 2: A part of the factor hierarchy on trade secret misappropriation, repeated from [2] Figure 4 but with a final layer added
expressing support or opposition to the outcome. The basic factors are shown in light gray, the abstract factors in gray, and the
outcome in black. Support and opposition edges are indicated by solid and dashed lines respectively.

Definition 4.4. By assumption there is exactly one H-maximal
element, which we denote by 7. The factor 7 means the case was
decided in favor of the plaintiff.

Remark 4.5. Note that there is no factor directly corresponding
to a decision in favor of the defendant. This role will be filled by
the negation of . In other words, a fact situation F is decided for
the defendant if it assigns false to 7, which is denoted by F £ —7.

Now we can define (partial) fact situations and cases just as we
did in Section 3.1; a partial fact situation F is a function F : P —
{t,f,u}, and a case is a partial fact situation F which is defined
on 7, i.e. such that F(x) € {t,f}. Again we write F k p instead of
F(p) = t, F £ —p instead of F(p) = f, and now F k£ ?p instead of
F(p) =u.If G C P we write F £ G tomean F k p for all p € G. The
relation F k p should be understood as saying F was decided for p.

Remark 4.6. Notice the difference between F £ =p and F ¢ p;
these statements are only equivalent for a fact situation F that does
not assign u to any factor, i.e. when F : P — {t,f}.

In what follows we focus on partial fact situations, which we may
refer to as just fact situations. This is because we will now assume
that precedent may need to be consulted in order to determine
whether a factor should apply in the focus situation. Just as how
the forcing relation of Definition 3.2 applies to fact situations, which
may be considered partial fact situations that lack an answer for the
7 factor, the relation of forcing in the hierarchical case should be
applicable to fact situations that are missing a decision for factors
that may be forced by the case base. Allowing fact situations to be
partial in this way is common practice in A1 & law, see e.g. [13] for
a discussion and relevant literature on this topic.

Example 4.7. Let us consider how the factor hierarchy depicted
in Figure 2 relates to Definition 4.2. We let P denote the set of factors

{m,F114,F120,F110,F115,F121,...,F2, F25}.

The hierarchy H for this example is given by the lines in the fig-
ure, where the direction of the links is determined by vertical

order. So for instance, H(F6,F102) and H(F23,F121). Each link
is expressive of support or of opposition. So we have in partic-
ular that Pro(F6, F102), indicating that F6 is a pro-F120 factor; and
Con(F23,F121), indicating that F23 is a con-F121 factor. A case F is
now a partial fact situation F : P — {t,f, u} which assigns true or
false to the outcome factor x, i.e. F(r) € {t,f}. For instance, we may
have F £ {F101,F120, ?F110, '}, indicating that it has been decided
in the case F that F101 and F120 apply, while no decision has been
made about whether F110 applies (leaving the decisions in F about
the other factors unspecified). Intermediate decisions are modelled
in the same way; if we have in addition that F £ {F102, =F104, F105},
then this means that it was decided in F that while F104 does not
apply, the factor F102 does and outweighs the applying con-F101
factor F105, because the factor F101 does hold.

4.2 The notion of constraint

Having enriched the factor-based representation of cases with hi-
erarchical structure as per cATO’s factor hierarchy, we proceed in
this section to define a notion of precedential constraint analogous
to Definition 3.2, which takes into account this additional struc-
ture. In what follows we will frequently compare and contrast our
approach to Horty’s theory, outlined in Section 3; so to facilitate
this discussion we will refer to Horty’s theory by the abbreviation
pc (for precedential constraint), and to our generalization by the
abbreviation Hpc (for hierarchical precedential constraint).

In principle we could now formulate a straightforward adapta-
tion of Definition 3.2 to factors, by stating that the decision of a fact
situation F for some proposition p € P is forced if there is some
precedent G with G k p containing fewer or equal pro-p factors, as
well as more or equal con-p factors. However, this approach has
two shortcomings which we will now consider.

Firstly, this naive approach overlooks a subtlety introduced by
the levelwise support and opposition that factors can have for each
other. For instance, considering the fact situations F and G as before,
it may be that F is missing a pro-p factor ¢ which is true in G, but
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that there is a precedent case H which forces the decision of F for
q. We will address this by defining forcing for HPC using recursion.

Secondly, in pc there is an implicit notion of negation for sides;
if a case is not decided for the plaintiff then it must have been
decided for the defendant, and vice versa. This negation operates by
switching the roles of the Pro and Con sets. Therefore, to generalize
this behaviour we should not just consider the factors in P but also
their negations, so that the forcing relation operates not only on
factors but also on their negations.

To this end we define $ := PU {-p | p € P}. We let B and
A respectively denote the closures of B and A under the negation
operation, so e.g. B := BU {—p | p € B}. We extend the operation
of a partial fact situation F : P — {t,f, u} to  in the evident way:
F(=p) := =F(p) where =t := f, —=f := t and —u := u (again, in
accordance with [4]). The negation of  is denoted by § := —r.

Finally, as in Eq. (1), we will make use of auxiliary functions
Pro,Con : £ — 2F mapping a factor to its sets of pro and con
factors, given by its preimages under the Pro and Con relations
respectively, and switching Pro and Con factors for negations:

Pro(p) :={q | Pro(q,p)},  Con(p) :={q | Con(q.p)},
Pro(—p) := Con(p), Con(=p) = Pro(p).

At last we have the required vocabulary to phrase a definition
of forcing for HPC, analogous to Definition 3.2 of pc.

Definition 4.8. Let CBbe a case base for a factor hierarchy (P, H),
and p € P afactor. We say CB forces the decision of a fact situation
F for p, written CB, F k p, if and only if either:

e Frp,or

e p € A and there is G € CB with G E p such that:
(1) for all g € Pro(p), if G £ g then CB, F k ¢, and
(2) for all g € Con(p), if CB,F k q then G k q.

The base case of the recursion is that F £ p. Informally this says
that a case base (trivially) forces the decision of F for p if F is already
decided for p. The general case is only applied to abstract factors
and requires the existence of a precedent case G which forces the
decision of the focus case for p in the manner of Definition 3.2,
but where a recursive call to CB, F k p takes the place of F £ p.
Since F k£ p implies CB, F E p as per the base case, the general case
can be understood as first expanding the decisions made in F with
all possible decisions forced by the case base, before considering
whether the existentially quantified G has the same or fewer pro-p
factors and more or equal con-p factors.

That the recursion in Definition 4.8 ends — and so that the defi-
nition is valid — is ensured by the assumptions that P is finite and
that H contains no cycles. Clause (2) applies only to abstract factors
p € A, which prevents the case base from vacuously forcing basic
factors: if p € B then Pro(p) = Con(p) = 0 by definition, so any
G € CBwith G £ p would trivially satisfy conditions (1) and (2).
The idea of basic factors is not that they are decided on the basis of
precedent, but that they are determined directly by the plain facts
brought to the court.

We conclude this section with some lemma’s that follow trivially
from Definition 4.8 but which are worth stating separately.

LEMMA 4.9. Foranyp € P, if F £ p then CB,F k p.
LEMMA 4.10. Foranyp € B, if CB,F k p then F k p.
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4.3 Examples

Let us now consider a series of examples to illustrate and justify
the components of the model and the Definition 4.8 of constraint.
We begin with some examples relating Hpc to Pc.

Example 4.11 (Revisiting Example 3.4). To show that the essence
of pc is retained we can repeat the reasoning of Example 3.4. Con-
sider the factors in Figure 1 to form a hierarchy without any abstract
factors; so P = {F1,F2,F4,F6}, Pro = {F2,F4,F6} X {r}, and with
Con = {(F1, x)}. We consider a case G satisfying G ¢ {F1,F2,F4, x}.
Now for any fact situation F which is not defined on 7 we get:

{G}L,Femx

iff (1) for all q € {F2,F4,F6}:if G £ q then {G},F k q, and
(2) forall q € {F1}:if {G},FF qthen G E q

iff F £ {F2,F4).

The construction used in Example 3.4 can be generalized to show
that any reasoning performed in pc can be faithfully replicated in
Hrc. This is because factor hierarchies without abstract factors aside
from 7 correspond exactly to the knowledge representation used
for pc, and, moreover, Definition 4.8 behaves like Definition 3.2 on
this fragment. More specifically, we have the following proposition.

PROPOSITION 4.12. The theory of HPC with the additional axiom
A C {r} is equivalent to the theory of pc.

Carefully proving this proposition involves some tedious verifica-
tions, see Appendix A for a sketch of the proof.

Example 4.13 (Inconsistency). As in Example 3.5, a case base of
HPC can be inconsistent in the sense that there can be some F € CB
with F E p such that CB, F £ —p. Note that this is not immediately as
problematic as it would be in a logic where the principle of explosion
holds, i.e. the situation above does not imply that CB, F £ g for all
q € P. A theory of precedential constraint prescribes what it means
to make decisions in accordance with a set of previous decisions,
but courts can and do deviate from this prescription in practice.

Proposition 4.12 shows that if there are no abstract factors aside
from sz then HpC behaves exactly as pc. However, the question
remains whether uPc is well behaved in terms of its forcing relation
on abstract factors, and this is what we examine next.

Example 4.14 (Recursively forcing pro factors). We now consider
the factor hierarchy (P, H) as specified by Figure 2. Let F be a fact
situation such that F £ {F114, ?F101,F102}, and G a precedent case
with G £ {F114,F101, F120, =F110, 7}. We then get

{G}L,FEn

if (1) for all g € {F114,F101,F110}: if G F q then {G}, F F ¢, and
(2) for all ¢ € {F120}:if {G},F F qthen G F q

if {G}, F £ {F114,F101}

if {G}, F £ F101.

We see that G does not force the decision of F for 7 as F is undecided
on F101. But now suppose that there is a second precedent case H
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with H £ {F102, —=F104, F105, F101}. Then,
{G,H},F £ F101
if (1) for all g € {F102,F104}: if H £ q then {G,H},F F ¢, and
(2) for all q € {F105}: if {G,H},F E qthen H k q
if {G, H}, F & F102.

Since F k F102 we get {G, H}, F £ F102, so {G,H}, F £ F101 and in
turn {G, H}, F £ &. Note also that this example works even if H F §:
a precedent can be involved in forcing an outcome that it itself was
not decided for.

So far we considered examples in which the only con factor
involved was satisfied by the precedent case, thus making clause
(2) trivially satisfied. To demonstrate the purpose of the recursion
in this clause we consider a modified version of Example 4.14.

Example 4.15 (Recursively forcing con factors). Suppose that in
the setup of Example 4.14 we swap the truth value of the con-F101
factor F105 in H; i.e. H £ =F105. Suppose, moreover, that there is a
precedent I with I £ {F106, =F108, F105}, and that F £ F106. Now I
forces the decision of F for F105, i.e. {G, H, I}, F £ F105, and since
H k F105 the precedent case H no longer forces the decision of F
for F101. Clearly any opponent of a decision of F for 7 would cite
I as forcing F for F105, thereby opposing the citation of H. This
example demonstrates that Definition 4.8 accounts for this.

We conclude this section with two examples of similarities be-
tween Hpc and two of its sources of inspiration: the HYpPo and cATO
programs, and Roth’s model of precedential constraint [15].

Example 4.16 (Downplaying distinctions). In HYPO and cATO a
precedent case G:s can be cited to argue that a focus fact situation
F should also be decided for s. This citation can be opposed by
noting relevant differences, also known as distinctions, between G
and F: pro-s factors that apply in G but not in F, or con-s factors
that apply in F but not in G. In other words, relevant differences
are the factors obstructing G:s from forcing the decision of F for s
in terms of Definition 3.2.

In cato such a distinction can be responded to in several ways, on
the basis of its factor hierarchy. One such way is to draw an abstract
parallel; arguing that, in effect, the difference is not relevant because
it is subsumed by a more abstract factor on which the precedent
and the focus fact situation do agree.

We consider a concrete example of a case G and fact situation F:

G E {F102, -F104,F101, 7}, F £ {~F102, F104, F101, ?7}.

A citation of G to argue that F should be decided for 7 can be
opposed by noting the distinction F102, which says that the plaintiff
took efforts to maintain secrecy of their information. This factor
supports a decision for 7 and applies to G, but not to F, and so it is
a distinction. However in F the factor F104 does apply, which says
that the plaintiff’s information was valuable for their business. For
both F and G it was decided that the factor F101 applies, which says
that plaintiff’s information is a trade secret, due to the applying
factors F104 and F102 respectively. Therefore, the distinction F102
can be downplayed, by noting that it is subsumed by the more
abstract factor F101, so that the difference is not relevant.
Downplaying a distinction means that as a precedent, distinc-
tions at a lower level in the hierarchy do not matter so long as the
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"' Dismissal-Voided

| F1 Employee-Behaved-Well |

| F2 Serious-Act-Of-Violence |
F3 Atmosphere-Unaffected

| F4 Criminal-Record |
F5 Always-On-Time

| F6 Insulied-Superior I

| F7 Dressed-Properly |

| 4 |c

| H 1
5 (6| re || F7 [

Figure 3: A small factor hierarchy for the domain of Dutch
dismissal law, repeated from [16] Section 3.

precedent and the focus case agree on more abstract, subsuming
factors. In some sense this sentiment is inherent in the definition of
forcing for HrC. If we evaluate whether {G}, F k£ 7 in the previous
scenario, according to Definition 4.8, what matters is that both G
and F satisfy the pro-r factor F101, and not why it is satisfied (in
this case, for the different reasons F102 and F104).

Example 4.17 (Dialectical arguments). As a final example we
demonstrate that Hpc is aligned with the work by Roth and Verheij,
by formalizing an example from [16] Section 3 on the domain of
Dutch dismissal law. In Figure 3 a factor hierarchy for this domain
is depicted. The case outcome corresponds to whether or not the
dismissal can be voided, and relevant factors are considered such
as whether the dismissed person has always behaved like a good
employee. We consider two fact situations F and G. The factors
that apply to these situations are indicated next to the factors in
Figure 3, so for example F £ ?x, F £ F2, and G £ —F7. The point
of the example is that there is more support in F for F1 than in G,
and so since G was decided for F1 so should F. This, in turn, means
there is more support in F for x than in G, so that F should be
decided for & as well. Applying Definition 4.8 to this scenario we
see that it follows exactly this line of reasoning, albeit in reverse:

{G}L,FEx®

if (1) for all ¢ € {F1,F3}:if G F q then {G}, F £ ¢, and
(2) for all g € {F2,F4}: if {G}, FE qthen G F ¢

if (G}, F £ F1

if (1) for all g € {F5,F7}:if G k q then {G},F F ¢, and
(2) forall g € {F6}:if {G},FF qthenGE q

if F £ F5, which is true by assumption.

This example also shows that the same precedent case can be in-
volved in forcing multiple outcomes in a focus case.

4.4 Monotonicity

We saw in Proposition 3.7 that pc is nonmonotonic in the fact
situation with respect to the forcing relation, and of course this
same counterexample applies to HPC as well.

However, the two theories do not behave the same with regards
to monotonicity in the case base: unlike in Pc, in HPC decisions
made on the basis of precedent can be invalidated by the inclusion
of more precedent cases.
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PROPOSITION 4.18. Given case bases CB C CB, a fact situation F,
and a factor p € P, the statement CB, F & p does not imply CB', F k p.

Proor. For a counterexample we consider the factor hierarchy
in Figure 2, and fact situations F, G, H satisfying

F £ {F101, ?F120, F110, F105, 77},
G E {F101, —=F120, =F110, },
H E {F105,F120, §}.

Now we have {G}, F E 7, because the pro-r factor F101 applies in
both F and G while the only con-7 factor F120 does not apply in F
(or more specifically, F ¥ F120). However, {G, H}, F £ F120 because
F120 applies in H and both F and H satisfy the pro-F120 factor F105.
This means that now {G, H}, F ¥ r, because G ¥ F120. m]

Intuitively, the reason why pc is monotonic in the case base and
HPC is not, is that in pc the added precedent case cannot interfere
with the pre-existing forcing inference, whereas in Hpc it can. In
pc there is no room in the single-step forcing inference for the
additional precedent, while in HPC the additional precedent can
become part of the pre-existing multi-step forcing inference and
alter its final conclusion in doing so.

Remark 4.19. It should be noted that Lemma 4.9 can also be
regarded as stating a kind of monotonicity property; stating that
a decision made in F cannot be invalidated by precedent. In this
sense the decisions that are made in a fact situation take precedence
over subsequent decisions forced by a case base.

5 DISCUSSION

In Section 4 we described in general terms how a set of factors
can be given hierarchical structure in the manner of caTo’s factor
hierarchy, and we subsequently defined a notion of precedential
constraint for a set of cases with factors based on such a factor
hierarchy. We now discuss our findings in some more detail, and
touch on gaps and possible expansions which may be filled by
future work.

In the cato factor hierarchy the factors are assumed to favor
exactly one of the two possible outcomes, and the polarity of the
links between them in the hierarchy is fully determined by this
preference: if the two linked factors favor the same outcome then
the link is positive, and it is negative otherwise. In the present
work we do not assume that factors in the hierarchy have this
preference, and thus do not impose any restrictions on the polarity
of the links (given in our framework by the Pro and Con relations
which together make up the hierarchical structure H). In doing
so, we allow certain structures to exist within a factor hierarchy
that could not occur otherwise, e.g. there may be a chain of factors
D, q,r € Psuchthat p is pro-g, q is pro-r, but p is con-r. Some further
research is necessary to ascertain exactly what kinds of structures
this relaxation of the requirements permits, and whether these are
actually present in any naturally occurring factor hierarchy.

Another point for future work is on the bookkeeping of the
precedent cases involved in Definition 4.8. This makes use of re-
cursion, which enables multiple precedent cases to be involved in
forcing the decision of a factor in some focus case. No bookkeeping
is performed of the identity of these cases; all that matters to Defi-
nition 4.8 is their existence. Of course, for the intended application
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of xaI this will not suffice, as these cases are intended to form the
starting point of an argumentative dialogue on how the system
might have reached its decision. Thus, a more constructive version
of Definition 4.8 is required. One way of going about this would be
to inductively define a set of precedential arguments, each contain-
ing information about exactly what cases are involved in forcing
what factors in the multi-step process. These precedential argu-
ments should serve as witnesses to the forcing relation: meaning
they should satisfy the property that a case base forces the decision
of a factor if and only if such a precedential argument exist. Code
for computing such arguments could then be implemented, and
applied to representative machine learning data to assess the theory
in practice, as was done in [18] for pc.

A second concern with respect to the goal of xar is that the
factor hierarchy defined in Section 4.1 only contains binary factors,
i.e. propositional letters. In practice relevant legal facts are often
not binary but instead take values in sets like that of the natural
numbers. These types of facts are often called dimensions in the
literature, and in [10] Horty developed an extension of pc which
accomodates precedential reasoning on the basis of dimensions. A
similar extension of HpcC is desirable for the purpose of xa1 because
often the features of machine learning datasets are not binary but
categorical or numerical.

Aside from practical concerns related to xAI there are also av-
enues for theoretical future research on mpc. For instance, our
representation of cases based on a factor hierarchy abstracts from
the particular reasons the court used to decide a fact situation for
a factor. A more fine-grained representation could include such
information. Another example would be to further investigate the
problems surrounding case base inconsistency. In the present work
we only briefly touched on this matter in Examples 3.5 and 4.13,
but it is of primary concern in e.g. [11, 10, 5].

6 CONCLUSION

In this work we set forth a generalization of the theory of prece-
dential constraint [11] which allows multi-step inferences on the
basis of precedent cases. To do so we first formally specified what
it means for a set of factors to have hierarchical structure in the
style of the factor hierarchy used in the cato program [1]. We then
defined a notion of constraint for a set of cases represented using
such a factor hierarchy by recursion on the hierarchical structure.
The workings of the theory were demonstrated through examples,
and a first step in analysing its theoretical properties was taken by
demonstrating this type of reasoning to be nonmonotonic.

More broadly our goal is developing argumentative xa1 methods,
which produce explanations in the form of argumentative dialogues
for (or possibly even against) specific decisions made by Ar systems.
An earlier version of such a method, presented in [14], uses the
theory of precedential constraint as its backbone for representing
and reasoning about training examples, which may be viewed con-
stituting past decisions and thus, cases. However, the single-step
nature of Horty’s precedential constraint limits the argumentative
discourse that can be had in this manner. Therefore, by generaliz-
ing it to enable multi-step inferences we hope to enrich such xa1
methods. Clear steps to take in this direction for future work are to



ICAIL 2023, June 19-23, 2023, Braga, Portugal

extend the theory to operate on dimensions instead of factors, and
to subsequently demonstrate the theory in practice.
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A PROOF SKETCH OF PROPOSITION 4.12

Definition A.1. A factor hierarchy (P, H) is called single-layer if
it satisfies A C {r}.

Definition A.2. A disjoint factor union is a finite set P of proposi-
tional variables which is equal to a disjoint union P = Pro U Con.

A disjoint factor union is the type of knowledge representation
used for models of pc, as described in Section 3.1. Central to the
proof of Proposition 4.12 is the following Lemma.

LemMa A.3. If (P, H) is a single-layer factor hierarchy then P is
given by P = Pro(m) U Con(r) U {r}.

Proor. It is easy to see that Pro(r) U Con(r) U {r} C P, so we
only prove the other inclusion P C Pro(sr) U Con(x) U {r}. To
this end, consider some p € P.If p = & we are done, so assume
that p # 7. As per Definition 4.2 this means p is not maximal,
meaning there is g € P such that H(p, q). In general P = BU A and
so since A C {rn} we have P = BU {x}. Hence q € BU {r}, but
q € B contradicts H(p, q) and so ¢ = . This means H(p, =) and
p € Pro(r) U Con(r) as desired. O

LEmMMA A.4. There is a one-to-one correspondence between single-
layer factor hierarchies and disjoint factor unions.

Proor. Given a single-layer factor hierarchy (P, H) we define
P’ := P\ {n}. Furthermore, let Pro’ := Pro(,r) and Con’ := Con(r).
Now by Lemma A.3 we have that P’ is a disjoint factor union
P’ = Pro’ UCon’.

Conversely, given a disjoint factor union P = ProU Con we

define a single-layer factor hierarchy (P’, H) by P’ := P U {r} and
Pro’ := Prox{r}, Con’:=Conx{r}, H :=Pro’UCon’.

It is easy to see that this hierarchy satisfies the requirements of
Definition 4.2 and the additional axiom A C {x}, and moreover,
that the constructions thus described are one another’s inverse. O

PROPOSITION A.5 (4.12). The theory of HPC with the additional
axiom A C {n} is equivalent to the theory of pc.

Proor. The constructions from Lemma A.4 come with transla-
tions for cases from one representation to the other. For instance,
any case F:s based on a disjoint factor union P = Pro U Con can be
translated to a case F” of its corresponding HPC representation:

F(p) ifpeP,
F P — {tfu}:p—{t
f ifp=m#s.

ifp=n=s,

Let f : F:s — F’ denote this operation. Similarly, a fact situation
F : P — {tf} as in Section 3.1 can be extended to operate on
P’ = PU{r} by F(r) := u.Let g denote the function performing this
translation. Now, writing I+ for the forcing relation of Definition 4.8
to avoid confusion with that of Definition 3.2, we have

CB, F E s implies f[CB], g(F) I s,

where CB is some case base of pc, f[CB| = {f(G:s) | G:s € CB},
and s € S. An analogous result holds for the other direction. O
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