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1 Introduction1

In everyday life, people regularly make use of theory of mind, by reasoning about what others know and
believe. For example, we identify with characters in literature and movies, and accept that they may have
beliefs and intentions different from our own. As part of a project that studies logical, psychological [4], and
developmental [1] perspectives on theory of mind, and that determines to what extent complex behaviour can
be explained using cognitively simple behaviour [5], in this paper we make use of agent-based simulations
to explain the evolution of our ability to reason about the mental content of others.

According to the Machiavellian intelligence hypothesis, social cognition emerged because it allows in-
dividuals to use deception and manipulation to obtain a competitive advantage2. Following this hypothesis,
we test whether higher-order theory of mind presents individuals with an advantage through agent-based
simulations [3] across several competitive settings. We simulate interactions between pairs of agents that
differ in their theory of mind abilities across three variations on repeated single-shot rock-paper-scissors
games, as well as repeated interactions in a more complex, extensive form game named Limited Bidding,
where agents need to consider how their actions affect the future of the game.

2 Theory of mind agents
In our agent model, agents without theory of mind predict their opponent’s behaviour purely by analyzing
her behaviour. A first-order theory of mind (ToM1) agent can also consider the game from the perspec-
tive of his opponent, and determine what he would do himself in her position. The agent’s own decision
process thereby becomes a model of the decision process of the opponent that generates predictions for her
behaviour. Depending on the observed accuracy of these first-order theory of mind predictions over repeated
interactions with the same opponent, a ToM1 agent can choose to either ignore or accept them.

Each additional order of theory of mind provides a theory of mind agent with an additional hypothesis
of his opponent’s future behaviour. For example, a second-order theory of mind (ToM2) agent believes that
his opponent may be using first-order theory of mind to predict his behaviour. By determining his own first-
order theory of mind response from the position of his opponent, the ToM2 agent obtains another prediction
for her behaviour. The agent compares these hypotheses based on different orders of theory of mind with
his opponent’s actual behaviour to determine his own behaviour.

1This is an abstract based on [2].
2For a discussion of theories that explain the emergence of higher-order theory of mind, see [6].



(a) ToM1 against ToM0 (b) ToM2 against ToM1 (c) ToM3 against ToM2

Figure 1: Average performance of theory of mind agents playing Limited Bidding against opponents of a
lower order of theory of mind. Each graph represents the result of 6.5 million individual simulated games.

3 Results
Across the four games that we investigate, we find a common pattern of diminishing returns on higher orders
of theory of mind. Figure 1 shows the performance of theory of mind agents as a function of the speed λ at
which an agent adjust his beliefs to his opponent’s behaviour. The figure shows that ToM1 agents and ToM2

agents clearly outperform opponents that are more limited in their ability to model others. However, ToM3

agents obtain a score close to zero, which shows that the competitive advantage for orders of theory of mind
beyond the second is limited. Fourth-order theory of mind turns out to be beneficial only under specific
circumstances. These results show that competition can indeed encourage the emergence of higher-order
theory of mind. In future work, we aim to investigate whether theory of mind plays an important role in
cooperative settings, for example in teamwork, as well as mixed-motive settings such as negotiations.
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