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Chapter 1

Introduction

Truth is what stands the test of experience.

Albert Einstein

This thesis addresses the problem of automatic person identification using scanned
images of handwriting. Identifying the author of a handwritten sample using au-

tomatic image-based methods is an interesting pattern recognition problem with direct
applicability in the forensic and historic document analysis fields. Approaching this
challenging problem raises a number of important research themes in computer vision:

• How can individual handwriting style be characterized
using computer algorithms?

• What representations or features are most appropriate
and how can they be combined?

• What performance can be achieved using automatic methods?

The current study describes a number of new and very effective techniques that we
have developed for automatic writer identification and verification. The goal of our
research was to design state-of-the-art automatic methods involving only a reduced
number of adjustable parameters and to create a robust writer identification system
capable of managing hundreds to thousands of writers.

There are two distinguishing characteristics of our approach: human intervention is
minimized in the writer identification process and we encode individual handwriting
style using features designed to be independent of the textual content of the handwritten sam-
ple. Writer individuality is encoded using probability distribution functions extracted
from handwritten text blocks and, in our methods, the computer is completely unaware
of what has been written in the samples.

The development of our writer identification techniques takes place at a time when
many biometric modalities undergo a transition from research to real full-scale deploy-
ment. Our methods also have practical feasibility and hold the promise of concrete
applicability.
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The writer identification techniques proposed in this thesis have possible impact
in forensic science. Our methods are statistically evaluated using large datasets with
handwriting samples collected from up to 900 subjects.

1.1 Writer identification as a behavioral biometric

Biometric modalities are classified into two broad categories: physiological biometrics that
perform person identification based on measuring a physical property of the human
body (e.g. fingerprint, face, iris, retinal blood vessels, hand geometry, DNA) and be-
havioral biometrics that use individual traits of a person’s behavior for identification (e.g.
voice, gait, keystroke dynamics, signature, handwriting). Writer identification therefore
pertains to the category of behavioral biometrics. From the physical body property or
the individual behavior traits, biometric templates are extracted and used in the identi-
fication process. Biometric identification is performed by comparing the biometric tem-
plate measured at the moment when the identification of an unknown person is needed
with templates previously enrolled in a database and linked with certainty to known
persons.

Physiological biometrics, like fingerprint (Jain et al. 1997, Moler et al. 1998), iris
(Daugman 1993, Daugman 2003) or DNA (Devlin et al. 1992, Benecke 1997), are strong
modalities for person identification due to the reduced variability and high complexity
of the biometric templates used. However, these physiological modalities are usually
more invasive and require cooperating subjects. On the contrary, behavioral biomet-
rics are less invasive, but the achievable performance is less impressive due to the large
variability of the behavior-derived biometric templates.

Leading a worrisome life among the harder forms of biometrics, the identification of
a person on the basis of handwriting samples still remains a useful biometric modality,
mainly due to its applicability in the forensic field.

1.2 Writer identification in forensics

Contrary to other forms of biometric person identification used in forensic labs, auto-
matic writer identification often allows for determining identity in conjunction with the
intentional aspects of a crime, such as in the case of threat or ransom letters. This is a
fundamental difference from other biometric methods, where the relation between the
evidence material and the details of an offense can be quite remote.

The target performance for writer identification systems is less impressive than in the
case of DNA or iris-based person identification. In forensic writer identification, as a
rule of thumb, one strives for a near-100% recall of the correct writer in a hit list of
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100 writers, computed from a database in the order of 104 samples, the size of search
sets in current European forensic databases. This amount is based on the pragmatic
consideration that a number of one hundred suspects is just about manageable in the
criminal-investigation process. This target performance still remains an ambitious goal.

Recent advances in image processing, pattern classification and computer technol-
ogy at large have provided the context in which our research was carried out. The writer
identification techniques that we developed accomplished substantial improvements in
performance and have potential applicability in forensic practice.

There exist three groups of script-shape features which are derived from scanned
handwritten samples in forensic procedures:

1. Fully automatic features computed from a region of interest in the image;

2. Interactively measured features by human experts using a dedicated graphical
user-interface tool;

3. Character-based features which are related to the allograph subset which is being
generated by each writer.

The complete process of forensic writer identification is never fully automatic. The
features pertaining to groups 2 and 3 require some form of intensive human involve-
ment in executing predefined measuring actions on the script image or in isolating and
labeling individual characters or words. Two examples of actual forensic writer identi-
fication systems are Fish (Philipp 1996) and Script (de Jong et al. 1994).

Although requiring less human labor, the first group of features has been treated
with some skepticism by practitioners within the application domain, given the com-
plexity of the real-life scanned samples of handwriting that are collected in practice.
Indeed, automatic foreground/background separation will often fail on the smudged
and texture-rich fragments, where the ink trace is often hard to identify. However,
there are recent advances in image processing using ”soft computing” methods, i.e.,
combining tools from fuzzy logic and genetic algorithms, which allow for advanced
semi-interactive solutions to the foreground/background separation process (Franke
and Köppen 1999, Franke and Köppen 2001, Köppen and Franke 1999). Under these
conditions, and assuming the presence of sufficient computing power, the use of auto-
matically computed image features (group 1 from above) is becoming feasible.

The current thesis sets out to explore precisely this category of automatic features. It
is implicitly assumed that a crisp foreground/background separation has already been
realized in a pre-processing phase, yielding a white background with (near-) black ink.
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1.3 Writer identification vs. Handwriting recognition

Writer identification is rooted in the older and broader automatic handwriting recog-
nition domain. For automatic handwriting recognition, invariant representations are
sought which are capable of eliminating variations between different handwritings in
order to classify the shapes of characters and words robustly. The problem of writer
identification, on the contrary, requires a specific enhanced representation of these vari-
ations, which, per se, are characteristic to a writer’s hand.

Due to its very large applicability, handwriting recognition has always dominated
research in handwriting analysis. Writer identification received renewed interest in the
last several years, after 9/11 and the anthrax letters (Schomaker and Bulacu 2004, Srihari
et al. 2002, Bensefia et al. 2005b, Schlapbach and Bunke 2004, Said et al. 2000, Zois and
Anastassopoulos 2000).

The goal in handwriting recognition is to obtain invariance and generalization. For
writer identification, one strives for quite the opposite with the aim to maximally expose
the specificity of individual handwriting style for writer discrimination.

It is important, however, to mention the idea that writer identification could reduce
certain ambiguities in the pattern recognition process if information on the writer’s gen-
eral writing habits and idiosyncrasies is available to the handwriting recognition system
(Maarse 1987, Crettez 1995).

A number of references on handwriting recognition are given in the bibliography
section of this thesis: (Schomaker 1993, Bunke et al. 1995, Mohamed and Gader 1996,
Parisse 1996, Schomaker 1998, Senior and Robinson 1998, Steinherz et al. 1999, El-Yacoubi
et al. 1999, Plamondon et al. 1999, Plamondon and Srihari 2000, Marti and Bunke 2001,
Favata 2001, Jaeger et al. 2001, Liu and Gader 2002, Xue and Govindaraju 2002, Vinciarelli
2002, Koerich et al. 2003, Vuurpijl et al. 2003, Gunter and Bunke 2004, Nosary et al. 2004,
Vinciarelli et al. 2004).

1.4 Writer identification vs. Writer verification

Asserting writer identity based on handwriting images requires three main operational
phases after image preprocessing:

• feature extraction

• feature matching / feature combination

• writer identification and verification
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known authorship
with samples of

Database

Identification Writer 1

Writer nsystemQuery sample

Figure 1.1: A writer identification system retrieves, from a database containing handwritings of
known authorship, those samples that are most similar to the query. The hit list is then analyzed
in detail by a human expert.

A writer identification system performs a one-to-many search in a large database with
handwriting samples of known authorship and returns a likely list of candidates (see
Fig. 1.1). This list is further scrutinized by the forensic expert who takes the final de-
cision regarding the identity of the author of the questioned sample. Writer verification
involves a one-to-one comparison with a decision whether or not the two samples are
written by the same person (see Fig. 1.2). The decidability of this problem gives insight
into the nature of handwriting individuality.

In writer identification searches, all the samples in the dataset are ordered with in-
creasing dissimilarity (or distance) from the query sample. This represents a special
case of image retrieval, where the retrieval process is based on features capturing hand-
writing individuality. In writer verification trials, if the distance between two chosen
samples is smaller than a predefined threshold, the samples are deemed to have been
written by the same person. Otherwise, the samples are considered to have been written
by different writers. Writer verification has potential applicability in a scenario in which
a specific writer must be automatically detected in a stream of handwritten documents.
In forensic practice, both identification and verification play a central role.

1.5 Text-dependent vs. Text-independent methods

Writer identification and verification approaches fall into two broad categories: text-
dependent vs. text-independent methods (Plamondon and Lorette 1989).

The text-dependent methods are very similar to signature verification techniques and
use the comparison between individual characters or words of known semantic (ASCII)
content (see Fig. 1.3). These methods therefore require the prior localization and seg-
mentation of the relevant information. This is usually performed interactively by a



6 1. Introduction

system
Verification Same writer

Different writer

Test sample A

Test sample B

Figure 1.2: A writer verification system compares two handwriting samples and takes an auto-
matic decision whether or not the input samples were written by the same person.

human user.

The text-independent methods for writer identification and verification use statistical
features extracted from the entire image of a text block. A minimal amount of hand-
writing (e.g. a paragraph containing a few text lines) is necessary in order to derive
stable features insensitive to the text content of the samples. Our approach falls in this
latter category. From the application point of view, the notable advantage is that human
intervention is minimized.

Typical for the text-independent approaches and therefore a defining property of our
approach as well, the features used for writer identification provide a lumped descrip-
tion of the whole region containing handwriting by discarding location information. For
this reason, it is questionable to use text-independent methods also in the cases where
the textual content of the samples is fixed and known.

1.6 Within-writer variance vs. Between-writer variation

Writer identification and verification are only possible to the extent that the variation
in handwriting style between different writers exceeds the variations intrinsic to every
single writer considered in isolation. The results reported in this thesis ultimately repre-
sent statistical analyses, on our datasets, of the relationship opposing the between-writer
variation and the within-writer variability in feature space.

The present study assumes that the handwriting was produced using a natural writ-
ing attitude. It is important to observe that forged or disguised handwriting is not
addressed in our approach. The forger tries to change the handwriting style usually
by changing the slant and/or the chosen allographs. Using detailed manual analysis,
forensic experts are sometimes able to correctly identify a forged handwritten sample
(Huber and Headrick 1999, Morris 2000). On the other hand, our proposed algorithms
operate on the scanned handwriting faithfully considering all the graphical shapes en-
countered in the image under the premise that they are created by the habitual and
natural script style of the writer.
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Writer 1 Writer 2 Writer 3

’veilingen’ ’veilingen’ ’veilingen’

’f’’3’ ’3’

’K’ ’M’

’3’

’g’ ’K’ ’M’

’9’

’g’

’9’

’K’ ’M’ ’g’

’9’’f’ ’f’

Figure 1.3: A comparison of handwritten characters (allographs) and handwritten words from
three different writers.

1.7 Factors causing variability in handwriting

Figure 1.4 shows four factors causing variability in handwriting (Schomaker 1998).
The first factor concerns the affine transforms (Fig. 1.4a), which are under voluntary

control by the writer. Transforms of size, translation, rotation and shear are a nuisance,
but not a fundamental obstacle in handwriting recognition or writer identification. In
particular, slant (shear) constitutes a habitual parameter determined by pen grip and
orientation of the wrist subsystem versus the fingers (Dooijes 1983).

The second factor concerns the neuro-biomechanical variability (Fig. 1.4b) which is
sometimes referred to as ”sloppiness space”: the local context and physiological state
determine the amount of effort that is spent on character-shape formation and deter-
mine the legibility of the written sample. In realizing the intended shape, a writer must
send motor-control patterns which compensate for the low-pass filtering effects of the
biomechanical end-effector. This category of variability sources also contains tremors
and effects of psychotropic substances on motor-control processes in writing. As such,
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4
3

2
1

1

3
2 1

2

c) Sequencing variability

a) Affine transforms

d) Allographic variation

b) Neuro−biomechanical
variability

Figure 1.4: Factors causing handwriting variability: (a) Affine transforms are under voluntary
control. However, writing slant constitutes a habitual parameter which may be exploited in
writer identification; (b) neuro-biomechanical variability refers to the amount of effort which is
spent on overcoming the low-pass characteristics of the biomechanical limb by conscious cog-
nitive motor control; (c) sequencing variability becomes evident from stochastic variations in
the production of the strokes in a capital E or of strokes in Chinese characters, as well as stroke
variations due to slips of the pen; (d) allographic variation refers to individual use of character
shapes. Factors b) and c) represent system state more than system identity. Affine transforms (a)
and allographic variation (d) are the most useful sources of information in writer identification
and verification.

this factor is more related to system state than system identity.
The third factor is also highly dependent on the instantaneous system state during

the handwriting process and is represented by sequencing variability (Fig. 1.4c): the stroke
order may vary stochastically, as in the production of a capital E. A four-stroked E can be
produced in 4!∗24 = 384 permutations. In the production of some Asian scripts, such as
Hanzi, stochastic stroke-order permutations are a well-known problem in handwriting
recognition (even though the training of stroke order at schools is rather strict). Finally,
spelling errors may occur and lead to post-hoc editing strokes in the writing sequence.
Although sequencing variability is generally assumed to pose a problem only for hand-
writing recognition based on temporal (on-line) signals, the example of post-hoc editing
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(Fig. 1.4c) shows that static, optical effects are also a possible consequence of this form
of variation.

The fourth factor, allographic variation (Fig. 1.4d and Fig. 1.3), refers to the phenome-
non of writer-specific character shapes, which produces most of the problems in auto-
matic script recognition, but at the same time provides essential information for auto-
matic writer identification.

The handwriting of a person also changes with age and this constitutes another im-
portant variability factor. As a child grows, his handwriting becomes more comfort-
able, rapid, smooth, continuous, rhythmic and without hesitation. The amount of time
a person spends writing may determine his general skill level and speed of writing. At
older age, handwriting may become impaired due to chronic conditions that affect hand
strength and dexterity.

1.8 Factors determining individuality of handwriting

As the writer matures, he departs from the copybook style learned in the classroom and
progressively incorporates into his writing his own individuality. Especially nowadays,
when there is less emphasis on penmanship in school.

There exist two fundamental factors contributing to the individuality of script: ge-
netic (biological) and memetic (cultural) factors.

The first fundamental factor consists of the genetic make up of the writer. Genetic
factors are known or may be hypothesized to contribute to handwriting style individu-
ality:

• The biomechanical structure of the hand, i.e., the relative sizes of the carpal bones
of wrist and fingers and their influence on pen grip;

• The left or right handedness (Francks et al. 2003);

• Muscular strength, fatigability, peripheral motor disorders (Gulcher et al. 1997);

• Central-nervous system (CNS) properties, i.e., aptitude for fine motor control and
the CNS stability in motor-task execution (Van Galen et al. 1993).

The second factor consists of memetic or culturally transferred influences (Moritz
1990) on pen-grip style and the character shapes (allographs) which are trained during
education or are learned from observation of the writings of other persons. Although
the term memetic is often used to describe the evolution of ideas and knowledge, there
does not seem to be a fundamental objection to view the evolution and spreading of
character shapes as a memetic process: the fitness function of a character shape depends
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Figure 1.5: Experimental set-up used by Maarse to isolate the thumb-fingers and hand-wrist
biomechanical systems from the forearm motion. Reprinted from (Maarse 1987), with kind per-
mission from the author.

on the conflicting influences of (a) legibility and (b) ease of production with the writing
tools (Jean 1997) which are available within a culture and society. The distribution of
allographs over a writer population is heavily influenced by writing methods taught at
school, which in turn depend on factors such as geographic distribution, religion and
school types.

Together, the genetic and memetic factors determine a habitual writing process, with
recognizable shape elements at the local level in the writing trace, at the level of the
character shape as a whole and at the level of character placement and page layout. In
this thesis, we will focus on the local level in the handwritten trace and on the character
level.

Handwriting can be described as a hierarchical psychomotor process: at a high level,
an abstract motor program is recovered from long-term memory; parameters are then
specified for this motor program, such as size, shape, timing; finally, at a peripheral
level, commands are generated for the biophysical muscle-joint systems (Maarse 1987).
Writing consists of rapid movements of the fingers and the hand, and superimposed
on this a slow progressive horizontal movement of the lower arm. In experiments per-
formed by fixing the lower arm (Maarse 1987) (see Fig. 1.5), Maarse has studied on-line
handwriting produced by using only two biophysical systems: one consisting of the
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a) b)

Figure 1.6: The experimental set-up from Fig. 1.5 was used to record on-line signals of simple
movements and complete handwriting. a) Recorded movements: the top traces show hand ro-
tating around the wrist (X ′ direction) and finger (Y ′ direction) movements reflecting the biome-
chanical geometry and predominant writing direction. b) Recorded handwriting: writing slant
changes are considerably smaller than the orientation changes of the Y ′ system. Handwriting
slant is held constant by an intricate interaction between the X ′ and Y ′ subsystems. Reprinted
from (Maarse 1987), with kind permission from the author.

thumb and fingers (Y ′), and the other consisting of the entire hand rotating around the
wrist (X ′), from radial abduction to ulnar abduction. Maarse shows (see Fig. 1.6) that the
changes observed in writing directions are less than the changes in the orientation of the
effector subsystems, with the conclusion that ”this unexplained slant constancy may be
caused by a setting of writing slant in a motor program at a higher level” (Maarse 1987).
The writer therefore tries to maintain his / her preferred slant and letter shapes over the
complete range of motion in the biomechanical systems thumb-fingers and hand-wrist.

Additional evidence regarding the constancy of individual writing habits is pro-
vided in another study (Maarse and Thomassen 1983) observing that changes in the
horizontal progression motion affect predominantly the up strokes, while the down
strokes maintain their direction correlated with the perceived slant of the manuscript.
Up stokes contain practically all the connecting strokes between letters, whereas down
strokes appear relatively much more as parts of actual letters or graphemes. Maarse af-
firms that down strokes ”might change less if there is a tendency to keep the grapheme
features unchanged, either because the visual appearance of the product is preferably
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held constant, or because the motor program for the characteristic of the graphemes
remains more or less constant”, as a result of writing education (Maarse 1987).

The writer produces a pen-tip trajectory on the writing surface in two dimensions
(x,y), modulating the height of the pen tip above the surface by vertical movement (z).
Displacement control is replaced by force control (F) at the moment of landing. The pen-
tip trajectory in the air between two pen-down components contains valuable writer-
specific information, but its shape is not known in the case of off-line scanned handwrit-
ten samples. Similarly, pen-force information is highly informative of a writer’s identity,
but is not directly known from off-line scans (Schomaker and Plamondon 1990).

An important theoretical basis for the usage of handwritten shapes for writer identi-
fication is the fact that handwriting is not a feedback process which is largely governed
by peripheral factors in the environment. Due to neural and neuromechanical prop-
agation delays, a handwriting process based upon a continuous feedback mechanism
alone would evolve too slowly (Schomaker 1991). Hence, the brain is continuously
planning series of ballistic movements ahead in time, i.e., in a feed-forward manner.
A character is assumed to be produced by a ”motor program” (Schmidt 1975), i.e., a
configurable movement-pattern generator which requires a number of parameter val-
ues to be specified before being triggered to produce a pen-tip movement yielding the
character shape (Schomaker et al. 1989, Plamondon and Maarse 1989, Plamondon and
Guerfali 1998) by means of the ink deposits (Doermann and Rosenfeld 1992, Franke
and Grube 1998, Franke 2005). The final resulting shape on paper represents a variation
around the ”master pattern” stored centrally, in the motor memory of the writer. Al-
though the process described thus far is concerned with continuous variables such as
displacement, velocity and force control, the linguistic basis of handwriting allows for
postulating a discrete symbol from an alphabet to which a given character shape refers.

This thesis will show that very effective writer identification and verification is achiev-
able by combining local directional features informative about habitual pen grip and
slant with allograph shape features informative about the character forms engrained in
the motor memory of the writer.

1.9 A survey of recent research in the field

In this section, we present a review of the recent papers published on the topic of au-
tomatic writer identification in order to provide a general literature background for our
own research work contained in this thesis. A comprehensive review covering the pe-
riod until 1989 is given in (Plamondon and Lorette 1989) and we provide a number
of references in the bibliography section: (Arazi 1977, Kuckuck et al. 1979, Klement
et al. 1980, Kuckuck 1980, Steinke 1981, Klement 1981, Dinstein and Shapira 1982, Naske
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1982, Arazi 1983, Klement 1983, Maarse et al. 1988).
Here we will survey the approaches proposed in the last several years, as a result of

the renewed interest in the scientific community for this research topic. Throughout the
survey, we will make clear the distinction between text-dependent versus text-independent
approaches.

(Said et al. 2000, Said et al. 1998) propose a text-independent approach and derive
writer-specific texture features using multichannel Gabor filtering and gray-scale co-
occurrence matrices. The method requires uniform blocks of text that are generated by
word deskewing, setting a predefined distance between text lines / words and text
padding. Two sets of 20 writers, 25 samples per writer are used in the evaluation.
Nearest-centroid classification using weighted Euclidean distance and Gabor features
achieved 96% writer identification accuracy. A similar approach has also been used on
machine-print documents for script (Tan 1998) and font (Zhu et al. 2001) identification.

(Zois and Anastassopoulos 2000) perform writer identification and verification us-
ing single words. Experiments are performed on a dataset containing 50 writers. The
word ’characteristic’ was written 45 times by each writer, both in English and in Greek.
After image thresholding and curve thinning, the horizontal projection profiles are re-
sampled, divided into 10 segments and processed using morphological operators at two
scales to obtain 20-dimensional feature vectors. Classification is performed using either
a Bayesian classifier or a multilayer perceptron. Accuracies around 95% are obtained
both for English and Greek words.

(Srihari et al. 2002, Srihari et al. 2005) propose a large number of features divided
into two categories. Macro-features operating at document / paragraph / word level:
gray-level entropy and threshold, number of ink pixels, number of interior / exterior
contours, number of 4-direction slope components, average height / slant, paragraph
aspect ratio and indentation, word length and upper / lower zone ratio. Micro-features
operating at word / character level: gradient, structural and concavity (GSC) attributes,
used originally for handwritten digit recognition (Favata and Srikantan 1996). Text-
dependent statistical evaluations are performed on a dataset containing 1000 writers
who copied 3 times a fixed text of 156 words (the CEDAR letter). This is the largest
dataset used up to the present in writer identification studies. Micro-features are better
than macro-features in identification tests with a performance exceeding 80%. A mul-
tilayer perceptron or parametric distributions are used for writer verification with an
accuracy of about 96%. Writer discrimination was also evaluated using individual char-
acters (Zhang et al. 2003, Srihari et al. 2003) and words (Zhang and Srihari 2003, Tomai
et al. 2004).

(Bensefia et al. 2005b, Bensefia et al. 2005a, Bensefia et al. 2002, Bensefia et al. 2003)
use graphemes generated by a handwriting segmentation method to encode the indi-
vidual characteristics of handwriting independent of the text content. Our allograph-
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level approach is similar to the work reported in these studies. Grapheme clustering is
used to define a feature space common for all documents in the dataset. Experimental
results are reported on three datasets containing 88 writers, 39 writers (historical doc-
uments) and 150 writers, with 2 samples (text blocks) per writer. Writer identification
is performed in an information retrieval framework, while writer verification is based
on the mutual information between the grapheme distributions in the two handwrit-
ings that are compared. Concatenations of graphemes are also analyzed in the men-
tioned papers. Writer identification rates around 90% are reported on the different test
datasets.

(Marti et al. 2001) and (Hertel and Bunke 2003) take text lines as the basic input
unit from which text-independent features are computed using the height of the three
main writing zones, slant and character width, the distances between connected compo-
nents, the blobs enclosed inside ink loops, the upper / lower contours and the thinned
trace processed using dilation operations. A feature selection study is also performed
in (Schlapbach et al. 2005). Using a k-nearest-neighbor classifier, identification rates ex-
ceeding 92% are obtained in tests on a subset of the IAM database (Marti and Bunke
2002) with 50 writers, 5 handwritten pages per writer. The IAM dataset will also be
used in our experiments described in Chapter 5 of the thesis.

(Schlapbach and Bunke 2004) use HMM-based handwriting recognizers (Marti and
Bunke 2001) for writer identification and verification. The recognizers are specialized
for a single writer by training using only handwriting originating from the chosen per-
son. This method uses the output log-likelihood scores of the HMMs to identify the
writer on separate text lines of variable content. Results of 96% identification with 2.5%
error in verification are reported on a subset of the IAM database containing 100 writers,
5 handwritten pages per writer.

In (Bulacu et al. 2003), we proposed a texture-level approach using edge-based di-
rectional PDFs as features for text-independent writer identification. The joint PDF of
”hinged” edge-angle combinations outperformed all the other evaluated features. Fur-
ther improvements are obtained through incorporating also location information by ex-
tracting separate PDFs for the upper and lower halves of text lines and then adjoin-
ing the feature vectors (Bulacu and Schomaker 2003). Our allograph-level approach
(Schomaker and Bulacu 2004, Schomaker et al. 2004) assumes that every writer acts as a
stochastic generator of ink-blob shapes, or graphemes. The grapheme occurrence PDF
is a discriminatory feature between different writers and it is computed on the basis of
a common shape codebook obtained by clustering (Bulacu and Schomaker 2005a). An
independent confirmation of our early experimental results is given in (van der Maaten
and Postma 2005). In this thesis, we collect our published work in a coherent over-
all scene. We provide full details regarding our features, together with their extensive
experimental evaluation. We also provide a comprehensive analysis of feature combi-
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nations. On a large dataset containing 900 writers with 2 samples per writer, our best
performing feature combinations yield writer identification rates of Top-1 85-87% and
Top-10 96% with an error rate around 3% in verification.

An interactive approach involving character retracing and DTW matching is pro-
posed in (van Erp et al. 2003). A layered architecture for forensic handwriting analysis
systems is proposed in (Franke and Köppen 2001). The relevance of biometrics in the
area of document analysis and recognition is discussed in (Fairhurst 2003).

From the studies reviewed in this section, two main conclusions can be drawn.
Firstly, in the text-dependent approach, high performance is achievable even with very
small amounts of available handwritten material (in the order of a few words). How-
ever, serious drawbacks are the limited applicability due to the assumption of a fixed
text or the need for human intervention in localizing the objects of interest. The text-
independent approach involves less human work and has broader applicability, but it
requires larger amounts of handwriting in order to derive stable statistical features. Sec-
ondly, training writer-specific parametric models leads to significant improvements in
performance, under the assumption, however, that sufficiently large amounts of hand-
writing are available for every writer.

The current thesis proposes text-independent methods for writer identification and
verification. Our approach is sparse-parametric, it involves minimal training and the
testing conditions are relevant to the forensic application domain. In our experimental
datasets there are only two samples per writer containing usually an amount of hand-
writing in the order of one paragraph of text.

1.10 Main assumptions underlying the methods proposed
in the thesis

There are three fundamental assumptions at the basis of the research work reported in
this thesis. We make them explicit here.

• Natural writing attitude: our proposed statistical features capture the general dis-
tinctive aspects of the scanned script as it visually appears in the dataset samples.
These global features can only be linked to a certain person under the assumption
that the collected handwriting is genuine and no attempt has been made by the
writer to disguise or forge his / her natural writing.

• Foreground / background separation: the input to the feature extraction algorithms
described in this thesis are images containing handwritten text blocks with (near-)
black ink on white background. We assume that the handwritten trace was sep-
arated from the document background and from all other graphical material that
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may be present in the scanned images. It was possible to perform this separa-
tion automatically on the documents contained in our experimental datasets. In
more concrete situations, this may actually require some limited form of human
involvement.

• Sufficient amount of ink: in order to derive stable and text-independent estimates
for the probability distributions used as writer identification features, a sufficient
amount of handwritten material, in the order of a few text lines, must be present
in the samples. The majority of the samples used in our experiments contain more
than three handwritten text lines.

Under these assumptions, the general computer vision task of identifying a person
on the basis of scanned images of handwriting becomes a tractable pattern recognition
problem (Duda et al. 2001, Jain et al. 2000). The present thesis describes novel and effec-
tive statistical methods to automatically solve this interesting biometric identification
problem.

In our view, the three assumptions underlying our pattern recognition methods are
reasonable and not too restrictive. To a first approximation, handwriting may be consid-
ered as a natural binary image. Therefore, the techniques proposed in this thesis have
practical applicability. Nevertheless, further research may be directed at eliminating
part (ideally all) of these assumptions.

1.11 Overview of the thesis

The writer identification and verification methods presented in this thesis operate at two
levels of analysis: the texture level and the character-shape (allograph) level. The body of
the thesis is therefore divided into two main parts treating these two important aspects.

Chapter 2 and Chapter 3 cover the texture level features. Chapter 4 and Chapter 5
present the allograph level features and the method used to combined multiple features
for improving the final performance of our writer identification and verification system.
The substance of this thesis resides in the design of new and effective statistical features.
An important characteristic that distinguishes our approach is that the proposed fea-
tures are text-independent: the handwriting is merely seen as a texture characterized
by some directional probability distributions or as a simple stochastic shape-emission
process characterized by a grapheme occurrence probability.

Chapter 2 introduces the idea of using the directionality of script as a fundamental
source of information for writer identification. We show that using edge-angles, and
especially edge-angle combinations, to build directional probability distributions is an
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effective way to capture individual handwriting style with good performance in the
task of writer identification.

Chapter 3 shows that further improvements in performance are obtained by cap-
turing, besides orientation, also location information in the computation of our joint
directional probability distributions. A comparison in terms of writer identification per-
formance is carried out between lowercase and uppercase handwriting.

Chapter 4 presents our allograph-level method for automatic writer identification
and verification. This theoretically founded method assumes that each writer is charac-
terized by a stable probability of occurrence of some simple ink-trace shapes. We use the
term graphemes for these sub- or supra-allographic ink fragments resulting from a hand-
writing segmentation procedure. Three clustering algorithms are compared on the task
of generating the common shape codebook needed for estimating the writer-specific
grapheme occurrence probability.

Chapter 5 considers the problem of fusing multiple features for improving the com-
bined performance. Algorithmic refinements are described for the directional texture-
level features and the experiments are extended to larger datasets. Our largest test set
contains 900 writers and it is comparable in size to the largest dataset used in writer
identification studies until the present.

Chapter 6 summarizes the research results presented in this thesis, draws the final
general conclusions and sketches the future research directions opened by the work
reported here. In the closing appendix, we use an HTML-based visualization tool to
shows some representative results generated by our software, named GRAWIS, an acro-
nym from Groningen Automatic Writer Identification System.





Part I

Texture-Level Approach
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Chapter 2

Writer Identification Using Edge-Based
Directional Features

Science is what we understand well enough to explain to a
computer. Art is everything else we do.

Donald Knuth

Abstract

This chapter evaluates the performance of edge-based directional probability distributions as
features in writer identification in comparison to a number of other texture-level features
encoding non-angular information. We introduce here a new feature: the joint probabil-
ity distribution of the angle combination of two ”hinged” edge fragments. It is noted that
the ”edge-hinge” distribution outperforms all other individual features. Combining fea-
tures yields improved performance. Limitations of the studied global features pertain to the
amount of handwritten material needed in order to obtain reliable distribution estimates. A
stability test is carried out showing the dependence of writer identification accuracy on the
amount of handwritten material used for feature extraction.

2.1 Introduction

In the process of automatic handwriting recognition, invariant representations (fea-
tures) are sought which are capable of eliminating variations between different hand-

writings in order to classify the shapes of characters and words robustly. The problem
of writer identification, on the contrary, requires a specific enhancement of the varia-
tions which are characteristic to a writer’s hand. At the same time, such representations
or features should, ideally, be independent of the amount and the semantic content of
the written material. Slant represents a very stable characteristic of individual hand-
writing and gives the distinctive visual appearance of a handwritten text block under
a general succinct view. The slant angle corresponds to the dominant direction in the
handwritten script. In this chapter we will use the complete probability distribution
of directions in the ink trace for writer identification. This distribution will be com-
puted using edge fragments along the written ink. The edge-direction distribution will
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constitute the building block for designing more complex features yielding increased
performance.

Three groups of features can be identified in forensic writer identification:

• global measures, computed automatically on a region of interest (ROI)

• local measures, of layout and spacing features entered by human experts

• measures related to individual character shapes

We reiterate that, in this thesis, we analyze only features that are automatically ex-
tractable from the handwriting image without any human intervention. Furthermore, it
is assumed that a crisp foreground/background separation has been realized in a pre-
processing phase, yielding a white background with near-black ink. As a rule of thumb,
in forensic writer identification one strives for 100% recall of the correct writer in a hit
list of 100 writers, computed from a database of more than 104 samples. This amount
is based on the pragmatic consideration that a number of one hundred suspects is just
about manageable in criminal investigation. Current systems are not powerful enough
to attain this goal.

As regards the theoretical foundation of our approach, the process of handwriting
consists of a concatenation of ballistic strokes, which are bounded by points of high cur-
vature in the pen-point trajectory. Curved shapes are realized by differential timing of
the movements of the wrist and the finger subsystem (Schomaker et al. 1989). In the
spatial domain, a natural coding, therefore, is expressed by angular information along
the handwritten curve (Plamondon and Maarse 1989). It has long been known (Maarse
and Thomassen 1983, Maarse et al. 1988, Crettez 1995) that the distribution of directions
in handwritten traces, as a polar plot, yields useful information for writer identification
or coarse writing-style classification. It is the goal of this chapter to explore the perfor-
mance of angular-distribution directional features, relative to a number of other features
which are in actual use in forensic writer-identification systems. The edge-based prob-
ability distributions operate at the scale of the ink-trace width, they give a texture-level
view of the handwritten sample and they are informative, in general, about the habitual
pen grip and biomechanical makeup of the writing hand.

2.2 Experimental data

We evaluated the effectiveness of different features in terms of writer identification us-
ing the Firemaker dataset (Schomaker and Vuurpijl 2000). A number of 250 Dutch sub-
jects, predominantly students, were required to write four different A4 pages. On page
1 they were asked to copy a text presented in the form of machine print characters. On



2.3. Features 23

0

2

1

345678

10

11

φ

O X

9

Figure 2.1: Extraction of edge-direction distribution.

page 4 they were asked to describe the content of a given cartoon in their own words.
Pages 2 and 3 of this database contain upper case and forged-style samples and are
not used here. Lineation guidelines were used on the response sheets using a dropout
color, i.e., one that fully reflects the light spectrum emitted by the scanner lamp such
that is has the same sensed luminance as the white background. The added drawback
is that the vertical line distance can no longer be used as a discriminatory writer char-
acteristic. The recording conditions were standardized: the same kind of paper, pen
and support were used for all the subjects. As a consequence, this also implies that the
ink trace thickness variations will be more due to writer differences than due to record-
ing conditions. The response sheets were scanned with an industrial quality scanner at
300 dpi, 8 bit / pixel, gray-scale. Our experiments are entirely image-based, no on-line
information is available (e.g. speed of writing, order of different strokes).

2.3 Features

In this section we describe the extraction methods for five texture-level features used in
writer identification. The first two features are edge-based directional distributions. We
will focus our attention on the second one of them which is a new feature proposed and
analyzed by us in recent publications.

2.3.1 Edge-direction distribution

Feature extraction starts with conventional edge detection (convolution with two or-
thogonal differential kernels, we used Sobel, followed by thresholding) that generates
a binary image in which only the edge pixels are ”on”. We then consider each edge
pixel in the middle of a square neighborhood and we check (using logical AND oper-
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Figure 2.2: Two handwriting samples from two different subjects. We superposed the polar dia-
grams of the edge-direction distribution p(φ) corresponding to pages 1 and 4 contributed to our
dataset by each of the two subjects. There is a large overlap between the directional distributions
extracted from samples originating from the same writer, while there is a substantial variation
in the directional distributions for different writers.

ator) in all directions emerging from the central pixel and ending on the periphery of
the neighborhood for the presence of an entire edge fragment (see Fig. 2.1). All the ver-
ified instances are counted into a histogram that is finally normalized to a probability
distribution p(φ) which gives the probability of finding in the image an edge fragment
oriented at the angle φ measured from the horizontal.

In order to avoid redundancy, the algorithm only checks the upper two quadrants
in the neighborhood because, without on-line information, we do not know which way
the writer ”traveled” along the found oriented edge fragment.

In the experiments, we considered 3, 4 and 5-pixel long edge fragments. Their ori-
entation is quantized in n = 8, 12 and 16 directions respectively (Fig. 2.1 is an example
for n= 12). Clearly, n is also the number of bins in the histogram and the dimensionality
of the final feature vector.

The distribution of the writing directions is characteristic of a writer’s style. The po-
lar probability density function was used in an on-line study of handwriting (Maarse
and Thomassen 1983) to describe differences between upward and downward strokes.
It was also used off-line (Crettez 1995) as a preliminary step to handwriting recogni-
tion that allows a partition of the writers by unsupervised fuzzy clustering in different
groups.

While in the mentioned studies the directional histogram was computed on the writ-
ten trace itself, for the present work we computed it based on the edges. Edges follow
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the written trace on both sides and they are thinner, effectively reducing the influence
of trace thickness.

We must mention an important practical detail: our generic edge detection does not
generate 1-pixel wide edges, but they can usually be 1-3 pixels wide and this introduces
smoothing into the histogram computation because the ”probing” edge fragment can fit
into the edge strip in a few directions around a central main direction. This smoothing
taking place in the pixel space has been found advantageous in our experiments.

As can be noticed in Fig. 2.2, the predominant direction in p(φ) corresponds, as ex-
pected, to the slant of writing. Even if idealized, the example shown can provide an
idea about the ”within-writer” variability and ”between-writer” variability in the fea-
ture space.

By analyzing the data, we found out that differentiation of the feature vector (dp(φ))
results in a significant performance improvement. Besides removing the DC compo-
nent, the differentiated directional probability distribution conveys information about
the changes in writing direction. Along this line of thinking came the idea of a more
complex feature capable of bringing forth more information about the local writer speci-
ficities by computing locally on the image the probability distribution of changes in
direction.

2.3.2 A new feature: edge-hinge distribution

Our goal is to design a feature characterizing the changes in direction undertaken dur-
ing writing with the hope that it will be more specific to the writer and consequently
making possible more accurate identification. The method of feature extraction is sim-
ilar to the one previously described, but it has added complexity. The central idea is
to consider in the neighborhood, not one, but two edge fragments emerging from the
central pixel and, subsequently, compute the joint probability distribution of the orien-
tations of the two fragments.

To have a more intuitive idea of the feature that we are proposing, imagine having
a hinge laid on the surface of the image. Place its junction on top of every edge pixel,
then open the hinge and align its legs along the edges. Consider then the angles φ1

and φ2 that the legs make with the horizontal and count the found instances in a two
dimensional array of bins indexed by φ1 and φ2. The final normalized histogram gives
the joint probability distribution p(φ1, φ2) quantifying the chance of finding in the image
two ”hinged” edge fragments oriented at the angles φ1 and φ2.

As already mentioned, in our case edges are usually wider than 1-pixel and therefore
we have to impose an extra constraint: we require that the ends of the hinge legs should
be separated by at least one ”non-edge” pixel. This makes certain that the hinge is not
positioned completely inside the same piece of the edge strip. This is an important
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Figure 2.3: Extraction of edge-hinge distribution.

detail, as we want to make sure that our feature properly describes the shapes of edges
(and implicitly the shapes of handwriting) and avoids the senseless cases.

If we consider an oriented edge fragment AB, the arrangement of the hinge is differ-
ent whether a second oriented edge fragment attaches in A or in B. So we have to span
all the four quadrants (360◦) around the central junction pixel when assessing the angles
of the two fragments. This contrasts with the previous feature for which spanning the
upper two quadrants (180◦) was sufficient because AB and BA were identical situations.

Analogously to the previous feature, we considered 3, 4 and 5-pixel long edge frag-
ments. This time, however, their orientation is quantized in 2n = 16, 24 and 32 directions
respectively (Fig. 2.3 is an example for 2n = 24). From the total number of combinations
of two angles we will consider only the non-redundant ones (φ2 > φ1) and we will also
eliminate the cases when the ending pixels have a common side. Therefore the final
number of combinations is C(2n, 2) − 2n = n(2n − 3) and, accordingly, our “hinge”
feature vectors will have 104, 252 and 464 components.

Figure 2.4 shows a 3D plot of the bivariate edge-hinge distribution p(φ1, φ2). Ev-
ery writer has a different ”probability landscape” and this provides the basis for very
effective writer identification.

For the purpose of comparison, we evaluated also three other features widely used
for writer identification:
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Figure 2.4: Graphical representation of the edge-hinge joint probability distribution. One half
of the 3D plot (situated on one side of the main diagonal) is flat because we only consider the
angle combinations with φ2 > φ1.

2.3.3 Run-length distributions

Run lengths, first proposed for writer identification by Arazi (Arazi 1977), are deter-
mined on the binarized image taking into consideration either the black pixels corre-
sponding to the ink trace or, more beneficially, the white pixels corresponding to the
background. Whereas the statistical properties of the black runs mainly pertain to the
ink width and some limited trace shape characteristics, the properties of the white runs
are indicative of character placement statistics. There are two basic scanning methods:
horizontal along the rows of the image and vertical along the columns of the image.
Similarly to the edge-based directional features presented above, the histogram of run
lengths is normalized and interpreted as a probability distribution. Our particular im-
plementation considers only run lengths of up to 100 pixels (the height of a written line
in our dataset is about 120 pixels).
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2.3.4 Autocorrelation

Every row of the image is shifted onto itself by a given offset and then the normalized
dot product between the original row and the shifted copy is computed. The maximum
offset (’delay’) corresponds to 100 pixels. All autocorrelation functions are then accu-
mulated for all rows and the sum is normalized to obtain a zero-lag correlation of 1.
The autocorrelation function detects the presence of regularity in writing: regular verti-
cal strokes will overlap in the original row and its horizontally shifted copy for offsets
equal to integer multiples of the local wavelength. This results in a large dot product
contribution to the final histogram.

2.3.5 Entropy

The entropy measure used here focuses on the amount of information, normalized by
the amount of ink (black pixels) in the regions of interest. This was realized by using the
normalized file size of ROI files after Lempel-Zif compression. The size of the resulting
file (in bytes) is divided by the total number of black pixels, which closely estimates
the amount of ink present on the page. The obtained feature gives an estimate of the
entropy of the ink distribution on the page.

2.4 Results

2.4.1 Evaluation method

The efficacy of the considered features has been evaluated using nearest-neighbor classi-
fication (Cover and Hart 1967) in a leave-one-out strategy. Explicitly, one page is chosen
and extracted from the total of 500 pages (notice that the experimental data contains
2 pages written by each of 250 subjects). Then the Euclidean distances are computed
between the feature vector of the chosen page and the feature vectors of all of the re-
maining 499 pages. These distances are ranked starting with the shortest one (Press
et al. 1992). Ideally, the first ranked page should be the pair page produced by the same
writer: an ideal feature extraction making classification effortless and a remapping of
the feature space unnecessary. If one considers, not only the nearest neighbor (rank 1),
but rather a longer list of neighbors starting with the first and up to a chosen rank (e.g.
rank 10), the chance of finding the correct hit increases with the list size. The curve
depicting the dependency of the probability of a correct hit vs. the considered list size
gives an illustrative measure of performance. Better performance means higher proba-
bility of correct hit for shorter list sizes which is equivalent to a curve drawn as much
as possible toward the upper-left corner.



2.4. Results 29

Table 2.1: Writer identification accuracy (in percentages) on the Firemaker dataset (250 writers,
2 pages / writer, page 1 vs. page 4). The numbers in the second row of the table header denote
the dimensionality of the feature vectors, i.e. the number of bins in the feature histograms. The
rightmost column shows the performance obtained by concatenating the edge-hinge PDF and
the horizontal run-length PDF.

List p(φ) dp(φ) p(φ1, φ2) comb.
size 8 12 16 15 104 252 464 564

1 26 30 35 45 45 57 63 75
2 34 39 45 55 55 67 71 83
3 40 47 52 62 64 73 75 86
4 45 52 57 66 69 77 79 87
5 49 57 62 70 72 78 81 89
6 53 60 65 72 73 80 83 91
7 58 63 68 74 75 82 85 92
8 60 64 69 75 78 83 86 93
9 62 65 71 76 79 83 87 93

10 64 68 72 78 80 84 88 94
11 66 69 74 79 81 85 88 94
12 68 72 76 81 82 86 88 95
13 70 73 77 82 82 87 89 95
14 71 74 78 83 83 87 89 95
15 72 76 79 84 83 88 89 95
16 74 77 80 84 84 88 90 96
17 76 79 82 84 85 89 90 96
18 77 80 82 85 85 89 90 96
19 78 81 82 86 86 90 91 97
20 79 81 83 87 86 90 91 97

We point out that we do not make a separation between a training set and a test
set, all the data is in one suite. This is actually a more difficult and realistic testing
condition, with more distractors: not 1, but 2 per false writer and only one correct hit.
Error rates are approximately halved when using the traditional train/test set distinc-
tion. Note also the added fact that we only have 2 samples per writer (more labeled
samples increasing the chance of a correct identification of the author - see reference
(Said et al. 1998) for results on 10 writers, 15 documents / writer). As a consequence of
these circumstances, our results are more conservative.

It is also important to mention that the text (ASCII) content is different in the two
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Figure 2.5: Performance curves of the edge-based features p(φ) and p(φ1, φ2) for different direc-
tion quantizations (features are ordered with most effective at the top).

samples originating from the same writer: page 1 contains copied text, while page 4
contains self generated text describing a cartoon. The proposed features give a content-
independent description of the texture of handwriting.

2.4.2 Analysis of performances

We present the performance curves of the edge-based directional features in Fig. 2.5 and
the numerical values in Table 2.1. The dimensionality of every feature is mentioned in
the figure and in the heading of the table.

Confirming our initial expectations, the improvement in performance yielded by the
new feature is very significant despite the excessive dimensionality of the feature vec-
tors (verified by PCA analysis). As a second-order feature, the hinge angular probabil-
ity distribution captures larger range correlations from the pixel space and therefore it
characterizes more intimately the handwriting style providing for more accurate writer
identification.
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Figure 2.6: Performance curves for the evaluated features (features are ordered with the most
effective at the top).

Examination of the family of curves in Fig. 2.5 attests that finer quantized directions
result in improved performance at the expense of an increase in feature vector dimen-
sionality (much more sizeable for the edge-hinge feature p(φ1, φ2)).

Figure 2.6 gives a general overview of the comparative performance for all the fea-
tures considered in this chapter.

The edge-based directional features perform significantly better than the other fea-
tures because they give a more detailed and intimate information about the peculiari-
ties of the shapes that the writer produces (slant and regularity of writing, roundness or
pointedness of letters).

An interesting observation is that the vertical run lengths on ink are more infor-
mative than the horizontal ones. This correlates with an established fact from on-line
handwriting recognition research stating that the vertical component of strokes carries
more information than the horizontal one (Maarse and Thomassen 1983).

The presented features are not totally orthogonal, but nevertheless they do offer dif-
ferent points of view on our dataset. It is therefore natural to try to combine them for
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Table 2.2: Feature performance degradation with decreasing amounts of written text (writer
identification accuracy in percentages for list size = 10). The PDFs are extracted from samples
containing diminishing amounts of handwritten ink: whole page (w), half page (top (t) and
bottom (b)), and the first line (l).

Feature w t b l
p(φ1, φ2) 88 81 84 53

p(φ) 72 66 69 36
run-length horiz. white 57 42 42 18

run-length vert. white 51 39 42 16
run-length vert. black 36 33 33 13

entropy 8 4 6 5

improving the accuracy of writer identification. This topic will be analyzed more thor-
oughly later in this thesis. We will present here though, for exemplification, the results
obtained by concatenating the edge-hinge distribution with the horizontal run lengths
on white into a single feature vector that was afterward used for nearest-neighbor clas-
sification (last column in Table 2.1).

2.4.3 Stability test

An important question arises: what is the degradation in performance with decreasing
amounts of handwritten material? We provide three reference points: whole page (w),
half page (top (t) and bottom (b)), and the first line (l). The answer to this question has
major bearing for forensic applications (where, in many cases, the available amount of
handwritten material is sparse, e.g. the filled-in text on a bank invoice or the address on
a perilous letter).

We consider writer identification accuracies for hit lists up to rank 10 (deemed as a
more reliable anchor point). Our results from Table 2.2 show significant degradation of
performance when very little handwritten material is available. However, it is interest-
ing to observe that the performance standings of the different features with respect to
each other remain the same, independent of the amount of text.

2.5 Conclusions

In this chapter, a number of texture-level features have been described and evaluated
on the task of text-independent writer identification. The edge-based directional fea-
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tures give an overall better performance than run-length, autocorrelation and entropy
features.

We described here a new edge-based feature for writer identification that charac-
terizes the changes in direction undertaken during writing. The edge-hinge feature
performs markedly better than all the other evaluated features.

Our stability test show that the best performing features when a large amount of text
is available still perform best compared to the others when little text is available, despite
having considerably higher dimension.

The next chapter of this thesis will focus on increasing the discriminatory power
of the feature vectors by including also location information. We will also study how
further improvements in performance can be obtained by combining different features
in order to exploit their intrinsic degree of orthogonality.
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Chapter 3

Characterizing Handwriting Individuality
Using Localized Oriented Edge Fragments

Computer Science is no more about computers than astronomy
is about telescopes.

Edsger Dijkstra

Abstract

In this chapter, we compare the performances of a number of texture-level features on low-
ercase and uppercase handwriting. We propose a new directional distribution feature that
considers the edge angle combinations co-occurring at the extremities of run-lengths. In
an effort to gain location-specific information, new versions of the features are computed
separately on the top and bottom halves of text lines and then fused. The new features de-
liver significant improvements in performance. We report also on the results obtained by
combining features using a voting scheme.

3.1 Introduction

This chapter continues our analysis of texture-level features automatically extracted
from handwriting images for the purpose of writer identification. Image-based

(off-line) writer identification has its principal application mainly confined to the areas
of forensic and historic document analysis. It is in the same class with other behavioral
biometrics (on-line signature dynamics, voice) which, in contrast, enjoy much wider
applicability together with the more powerful, but also more intrusive, physiological
biometrics (face, hand geometry, fingerprint, iris pattern, retinal blood vessels).

An essential requirement for the forensic application area is that the writer identifi-
cation system should have, not only verification capability (authentication in a one-to-
one comparison), but also the more demanding identification capability (one-to-many
search in a large database with handwriting samples of known authorship and return
of a likely list of candidates).
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Writer identification is rooted in the older and broader automatic handwriting recog-
nition domain. For automatic handwriting recognition, the input patterns are normal-
ized in a number of ways (e.g. by deskewing, deslanting, size normalization) before
they are passed to the statistical recognizers. The role of the statistical recognizers is
to further eliminate variations between different handwritings in order to classify the
shapes of characters and words robustly. Much of the information that is thrown away
in this process is, in fact, essential in writer identification. Handwriting recognition and
writer identification represent therefore two opposing facets of handwriting analysis.
Handwriting recognition research constitutes fertile ground for inspiration in the quest
of improving writer identification.

The complete process of forensic writer identification is never fully automatic, due
to a wide range of scan-quality, scale and foreground/background separation problems.
However, features that are automatically extractable from selected text blocks or ROIs
from the handwritten samples can find useful applicability in large-scale searches over
large databases for selecting a reduced list of likely candidates. At the same time, such
features should, ideally, be independent of the amount and semantic content of the
written material. In the extreme case, a single word or the signature should suffice to
identify the writer from his individual handwriting style. The automatic methods (or
features) analyzed in this thesis are intended as an additional support to the manual
measurements and manual feature extraction of traditional forensic handwriting exper-
tise.

In this chapter we summarize the extraction methods for five features: three edge-
based directional features, one run-length feature and one ink-distribution feature. In
order to gain location-specific information, new versions of the features are computed
separately on the top and bottom halves of text lines and then fused. We make a cross
comparison of the performance of all features when computed on lowercase and up-
percase handwritten text. We report also on results obtained using a voting scheme to
combine the different features into a single final ranked hit list.

3.2 Experimental data

We conducted our study using another part of the Firemaker dataset (Schomaker and
Vuurpijl 2000) than the one used in the previous chapter. We used here page 1 and page
2 from our dataset that contains a total of 250 enrolled subjects. On page 1 they were
asked to copy a text of 5 paragraphs using normal handwriting style (i.e. predominantly
lowercase with some capital letters at the beginning of sentences and names). On page
2 they were asked to copy another text of 2 paragraphs using only uppercase letters.
Pages 3 and 4 contain forged- and normal-style handwriting and are not used here. For
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Table 3.1: Features used for writer identification and the used distance function ∆(~u,~v) between
a query sample ~u and a database sample ~v. All features are computed in two scenarios ”entire-
lines” and ”split-lines” (see text for details).

Feature Explanation Dimensions ∆(~u,~v)

entire split
p(φ) Edge-direction PDF 16 32 χ2

p(φ1, φ2) Edge-hinge PDF 464 928 χ2

p(rl) Horiz. run-length on background PDF 100 200 EUCLID
p(φ1, φ3) Horiz. edge-angle co-occurrence PDF 256 512 χ2

p(brush) Ink-density PDF 225 450 χ2

practical reasons, lineation guidelines were used on the response sheets using a special
color ”invisible” to the scanner. This gives us two important advantages that we will ef-
fectively use in the experiments performed in this chapter: automatic line segmentation
can be performed reliably and handwriting is never severely skewed. In addition, the
subjects were asked to leave an extra blank line between paragraphs making possible
automatic paragraph extraction.

Being recorded in optimal conditions, the Firemaker dataset contains very clean data.
This is obviously an idealized situation compared to the conditions in practice. How-
ever, the dataset serves well our purpose of evaluating the usefulness for writer identi-
fication of different features encoding the ink-trace shape.

3.3 Feature extraction

All the features used in the present analysis are probability density functions (PDFs)
extracted empirically from the handwriting image. Our previous experiments con-
firmed that the use of PDFs is a sensitive and effective way of representing a writer’s
uniqueness (Bulacu et al. 2003). Another important advantage of using PDFs is that
they allow for homogeneous feature vectors for which excellent distance measures ex-
ist. Experiments have been performed with different distance measures: Hamming, Eu-
clidean, Minkowski up to 5th order, Hausdorff, χ2 and Bhattacharyya. Table 3.1 shows
the features and the corresponding best-performing distance measures used in nearest-
neighbor matching. Figure 3.1 gives a schematic description of the extraction methods
for the directional features used in this study.

In the present study, all the features will be computed in two scenarios: either on
the entire text lines or separately on the top-halves and the bottom halves of all the
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Figure 3.1: Schematic description of the extraction methods for the directional and run-length
features. The letter ”a”, provided as an example, would be roughly twice as large in actual
reality.

text lines. In the first scenario, features are computed on the image without any special
provisions. For the second scenario, all text lines are first segmented using the min-
ima of the smoothed horizontal projection. Afterwards, the maxima are used to split
horizontally every individual text line into two halves (see Fig. 3.2). All features are
then computed separately for the top-halves and the bottom-halves and the resulting
two vectors are concatenated into a single final feature vector. Clearly, the ”split-line”
features have double dimensionality compared to their ”entire-line” counterparts.

While feature histograms are accumulated over the whole image providing for a
very robust probability distribution estimation, they suffer the drawback that all po-
sition information is lost. Line splitting is therefore performed in an effort to localize
more our features and gain back some position information together also with some
writer specificity. What we must pay is the sizeable increase in feature dimensionality.

We will consider five features in this study and we describe further their extraction
methods. We introduce a new edge-based directional feature similar in design to the
edge-hinge feature presented in the previous chapter. We also consider an extra feature
informative about the pen pressure and inking patterns found in the handwritten trace.
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Figure 3.2: Line segmentation and splitting.

3.3.1 Edge-direction distribution

The distribution of the writing directions is characteristic for the identity of the writer,
as shown in the previous chapter. This feature was first developed and used in on-line
handwriting research (Maarse and Thomassen 1983, Crettez 1995). It was also used for
signature verification in combination with k-nearest-neighbors, threshold and neural
network classifiers (Sabourin and Drouhard 1992, Drouhard et al. 1995).

We use an off-line and edge-based version of the directional distribution. Compu-
tation of this feature (see Fig. 3.1) involves the following processing steps: convolu-
tion with two orthogonal differential kernels (Sobel), thresholding, direction estimation
of edge-fragments using local edge-pixel neighborhoods, histogram accumulation and
normalization to a probability distribution. Please refer to the previous chapter for a
more detailed description of the method. In the edge-direction probability distribution
p(φ), the angle is quantized in n bins spanning the first and second quadrants. A num-
ber of n = 16 directions performed best and will be used here.

The mode of the directional distribution p(φ) corresponds to the slant of writing (see
Fig. 3.3). It is interesting to note that there is an asymmetry between the directional
diagrams for the top halves and the bottom halves of the text lines. This observation is
precisely the underpinning of our approach to split the lines in an attempt to recover
this writer specific positional information. There is a correlation also with the known
fact from on-line handwriting research that upward strokes are slightly more slanted
than the downward strokes because they contain also the horizontal progression mo-
tion (Maarse and Thomassen 1983). The example shown was selected to make visu-
ally very clear the difference between ”within-writer” variability and ”between-writer”
variability in the feature space.
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Figure 3.3: Examples of lowercase handwriting from two different subjects. We superposed the
polar diagrams of the ”split-line” direction distribution p(φ) extracted from the two lowercase
handwriting samples for each of the two subjects. The ”between-writer” variation in p(φ) is
larger than the ”within-writer” variation. There exists an asymmetry between the directional
diagrams for the top halves and the bottom halves of the text lines and this provides extra infor-
mation for writer identification.

3.3.2 Edge-hinge distribution

In order to capture the curvature of the ink trace, which is very discriminatory between
different writers, we designed the edge-hinge feature using local angles along the edges.
By counting all the angle combinations of two hinged edge fragments encountered in
the image (see Fig. 3.1), the joint probability distribution p(φ1, φ2) is built and used as
a writer characteristic. Orientation is quantized in 2n directions for every leg of the
”edge-hinge” spanning all four quadrants and the dimensionality of the feature vector is
C2

2n−n = n(2n−3). For n = 16, the edge-hinge feature vector will have 464 dimensions.
Please refer to the previous chapter for a more detailed description of the method.



3.3. Feature extraction 41

3.3.3 Run-length distributions

Run-lengths have long been used for writer identification. They are determined on the
binarized image by scanning either horizontally (along the image rows) or vertically
(along the image columns) and taking into consideration either the black pixels (the ink)
or, more beneficially, the white pixels (the background). The run-lengths on white are
obviously more informative about the characteristics of handwriting as they capture the
regions enclosed inside the letters and also the empty spaces between letters and words.
Vertical run-lengths on black are more informative than the horizontal run-lengths on
black, as shown in the previous chapter. We compute run-lengths of up to 100 pixels,
comparable to the height of a written line. This feature is not size invariant, however,
size normalization could be performed by hand prior to feature extraction. We will
consider here only the horizontal run-lengths on white to be able to directly compute
this feature both in the ”entire-line” and ”split-line” scenarios.

3.3.4 A new feature: horizontal co-occurrence of edge angles

This new feature that we developed and proposed in recent publications derives natu-
rally from the previous two. It is a variant of the edge-hinge feature, in that the combi-
nation of edge-angles is computed at the ends of run-lengths on white (see Fig. 3.1). The
joint probability distribution p(φ1, φ3) of the two edge-angles occurring at both ends of a
run-length on white captures longer range correlations between edge-angles and gives
a measure of the roundness of the written characters. This feature has n2 dimensions,
namely 256 in our implementation.

The edge-angle co-occurrence feature capitalizes on the same idea used for design-
ing the edge-hinge feature: building a joint PDF using combinations of local oriented
edge fragments to characterize, at a texture level, the writing predilections peculiar to
the author of a given handwritten sample.

The edge-based features that we propose here for writer identification are general
texture descriptors and, as such, they have wider applicability (e.g. we used p(φ) for the
pose-estimation of camera-captured machine-print text (Bulacu and Schomaker 2005c)).
A more detailed and wider assessment of the applicability of our directional features be-
yond the realm of writer identification is, indeed, desirable. However, such an analysis
would require a breadth that cannot be encompassed in the framework of the present
thesis.
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Figure 3.4: Extraction of the brush feature (as originally proposed in (Schomaker et al. 2003))
on the tail stroke of a lowercase letter ”a”. The size of the analyzing window is actually 15x15
pixels.

3.3.5 Brush function: ink density distribution

It is known that axial pen force (’pressure’) is a highly informative signal in on-line
writer identification (Schomaker and Plamondon 1990). Force variations will be re-
flected in saturation and width of the ink trace. Additionally, in ink traces of ballpoint
pens, there exist lift-off and landing shapes in the form of blobs or tapering (Doermann
and Rosenfeld 1992), which are due to ink-depositing processes. In order to capture the
statistics of this process, we use another PDF feature originally proposed in (Schomaker
et al. 2003). A convolution window of 15x15 pixels is used, only accumulating the local
image if the current region obeys the following constraints: a supraliminal ink intensity
in the center of the window, co-occurring with a long run of white pixels along mini-
mally 50% of window perimeter and an ink run of at least 5% of window perimeter (see
Fig. 3.4). After scanning all the image, the accumulator window is normalized, yielding
a PDF describing ink distribution (see Fig. 3.5). This feature is clearly not size invariant
(the window of 152 pixels was chosen for capturing the 5-7 pixel-wide ink traces usual
in our images), but we use it because the recording conditions have been standardized
for all subjects in our dataset.

3.4 Results

We compare the performance of our new ”split-line” versions of the features with their
former ”entire-line” versions. We are also interested to compare the performance of
all the features when computed on lowercase as opposed to uppercase handwriting.
In order to perform all these comparisons, handwriting samples have been extracted
from the database. Two paragraphs have been extracted from page 1 obtaining in this
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Figure 3.5: Superimposed brush PDFs for two writers and examples of an ”a” tail for two writers
(see reference (Schomaker et al. 2003)).

way two separate samples in lowercase for every subject. Similarly, from page 2 we ex-
tracted separately the two paragraphs in uppercase handwriting. Special care has been
taken to have roughly the same amount of text in lowercase and uppercase (approx. 100
characters in the first paragraphs and approx. 150 characters in the second ones). An
important observation is that the text content is different in the two samples that are
supposed to be matched

Using nearest-neighbor matching (Cover and Hart 1967) in a leave-one-out strategy,
the writer identification performance has been evaluated for lowercase and uppercase
handwriting using both the ”entire-line” and the ”split-line” versions of our PDF fea-
tures. The numerical results for the four possible combinations are given in Table 3.2.
These results are also graphically represented in figures 3.6, 3.7, 3.8 and 3.9 to allow for
a visual evaluation.

3.4.1 Comparison lower- vs. upper-case and entire- vs. split-line

Visual cross-comparisons of the performance curves given in figures 3.6, 3.7, 3.8 and 3.9
show that there are important differences in writer identification accuracy for the dif-
ferent features considered in this study. The edge-hinge feature surpasses all the other
features and, quite remarkably, it performs better on uppercase than on lowercase, op-
posite to the situation for all the other features. This may result from the fact that the
”hinge” can capture the sharp angularities present in uppercase letters. Another impor-
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tant observation is that the differences in feature performance between lowercase and
uppercase are not as large as one might intuitively expect, thinking that it is always
easier to identify the author of lowercase rather than uppercase handwriting. Our re-
sults therefore contradict the generally assumed idea that uppercase characters contain
less writer-specific information than does connected-cursive handwritten script. This
assumption is corroborated by the observation that the automatic classification of up-
percase isolated characters is easier than the recognition of cursive script. However,
much of the difference in the recognition performance between uppercase characters
versus free-style words can be attributed squarely to the character segmentation prob-
lem.

In mixed searches (e.g. lowercase query sample / uppercase dataset) writer identi-
fication performance is very low. The features used encode the shape of handwriting
and, naturally, they are sensitive to major style variations.

The split-line features perform significantly better than their entire-line counterparts,
fully justifying the extra cost in terms of dimensionality and computation. The excep-
tion is the brush feature on uppercase and this is due to the fact that there are not suf-
ficient image sampling points on the bottom half of uppercase that comply with the
imposed constraints and the PDF estimate is not sufficiently reliable. We emphasize
that regaining location specific information, especially for the edge-based orientation
PDF features, is a substantiated way of improving writer identification accuracy.
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Figure 3.6: Writer identification performance comparison: lower- vs. UPPER-case
using entire-line features.
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Figure 3.7: Writer identification performance comparison: lower- vs. UPPER-case
using split-line features.
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Figure 3.8: Writer identification performance comparison: split- vs. entire-line features
on lower-case text.
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Figure 3.9: Writer identification performance comparison: split- vs. entire-line features
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Table 3.3: Writer identification accuracy (in percentages) after feature combination using the
Borda ”min” voting method. Please refer to Table 3.2 for more details.

Hit list 1 2 3 4 5 10
size

entire 67 77 83 86 87 91
72 82 87 89 91 94

split 80 86 89 90 92 95
79 87 91 92 94 96

3.4.2 Voting feature combination

It is important to note that no single feature will be powerful enough for the perfor-
mance target defined by the forensic application, necessitating the use of classifier-
combination schemes. In the present study we explored the Borda count method that
considers every feature as a voter and then computes an average rank for each candidate
over all voters. Different ranked voting schemes have been tested: min, plurality, major-
ity, median, average, max (e.g. using the median instead of the average). The only vot-
ing method that brought some improvement in performance over the top-performing
edge-hinge feature was the ”min” method (results in Table 3.3). In this method, the
decision of the voter (feature) giving the lowest rank is considered as the final decision.

In the current context, because the individual features have widely different perfor-
mance, all the other voting schemes lead to some average performance higher than that
of the weakest feature, but certainly lower than that of the strongest feature. An addi-
tional drawback is that the considered features are not totally orthogonal. Results re-
ported elsewhere (Schomaker et al. 2003) confirm that another effective method of com-
bining heterogeneous features is to consider a sequential scheme in which the stronger
features vote at later stages against the accumulated votes from the weaker features.

The improvement in performance obtained with Borda ”min” voting method is mar-
ginal: 0-4% for top 1 and vanishing for longer list sizes. It is however worthwhile men-
tioning that eliminating some of the weaker features from voting results nevertheless in
slight performance drops.

3.5 Conclusions

We must emphasize that the method for writer identification presented here is auto-
matic and sparse-parametric (no learning takes place) and this approach possesses ma-
jor advantages in forensic applications given the appreciable size and time-variant con-
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tent of the sample databases. Automatic computation-intensive approaches in this ap-
plication domain will allow for convenient search in large sample databases, with less
human intervention than is current practice. By reducing the size of a target set of writ-
ers, detailed manual and microscopic forensic analysis becomes feasible.

Localized angular joint probability distributions are very effective features in cap-
turing handwriting individuality. The χ2 distance measure is mostly a natural choice
for our feature vectors which are PDFs (Press et al. 1992). In our experiments, writer
identification accuracies are comparable on lowercase and uppercase handwriting. In-
corporating location information in our directional features yields improved results.

It is quite evident that texture-level features extracted from the handwriting image
will never suffice in attaining the performance requirements in the forensic writer iden-
tification domain. Detailed character shape knowledge is needed as well. In this respect,
it is important to note also the recent advances (Srihari et al. 2002) that have been made
at the detailed allographic level, when character segmentation is performed by hand. In
contrast, we will adopt an automatic character-level approach in the second part of this
thesis. We will also maintain the requirement for a text-independent solution. Further,
we will be interested in combining the texture-level and the allograph-level approaches
for obtaining a robust overall system with improved writer identification and verifica-
tion performance.





Part II

Allograph-Level Approach
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Chapter 4

Grapheme Clustering for Writer Identification
and Verification

Perfect clarity would profit the intellect, but damage the will.
We arrive at truth, not by reason only, but also by the heart.

Blaise Pascal

Abstract

This chapter introduces our allograph-level method for writer identification and verifica-
tion. The fundamental underpinning of this effective method is the idea of assuming that
each writer acts as a stochastic generator of ink-trace fragments, or graphemes. The prob-
ability distribution of these simple shapes in a given handwriting sample is characteristic
for the writer and is computed using a common codebook of graphemes obtained by clus-
tering. Originally proposed in (Schomaker and Bulacu 2004), the theoretical model that
supports this approach is also provided here in its essential aspects. While in other studies
(Schomaker and Bulacu 2004, Schomaker et al. 2004), contours were employed to encode
the graphemes, the current work explores a complementary shape representation using nor-
malized bitmaps. The most important aim of the present study is to compare three different
clustering methods for generating the grapheme codebook: k-means, Kohonen SOM 1D and
2D. Large scale computational experiments show that the proposed allograph-level writer
identification method is robust to the underlying shape representation used (whether con-
tours or normalized bitmaps), to the size of codebook used (stable performance for sizes from
102 to 2.5× 103) and to the clustering method used to generate the codebook (essentially the
same performance was obtained for all three clustering methods).

4.1 Introduction

Research in writer identification and verification has received significant interest in
recent years due to its forensic applicability (Zois and Anastassopoulos 2000, Said

et al. 2000, Srihari et al. 2002, Schomaker and Bulacu 2004, Schlapbach and Bunke 2004,
Bensefia et al. 2005b). In writer identification, for a query sample of unknown author, a
one-to-many search is performed over a large database with handwritten samples of
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known authorship. The system retrieves a reduced list of candidates containing the
samples most similar to the query in terms of individual handwriting style. This re-
duced list will be further scrutinized by the forensic expert in order to take the final
decision regarding the identity of the author for the questioned sample. Writer identifi-
cation is therefore possible only if there exist previous samples of handwriting by that
person enrolled in the forensic database. In writer verification, a one-to-one comparison
is performed with an automatic decision whether or not the two compared samples
are written by the same person. The decidability of this problem reflects the nature of
handwriting individuality (Srihari et al. 2002) and also the discrimination power of the
features used for the writer verification task.

While texture-level methods that use directional PDFs (capturing slant, size, curva-
ture, regularity) prove to be very efficient as seen in the previous chapters, they must
be complemented by allograph-level, i.e. character-shape based approaches in order to
obtain adequate and robust results. The discriminatory power of singular characters is
analyzed in (Srihari et al. 2003) and (Zhang et al. 2003), under the assumption that the
individual characters are perfectly separated and labeled using some form of human in-
tervention. Other new results also show that writer-specialized handwriting recogniz-
ers can be used for writer identification and verification (Schlapbach and Bunke 2004).

In recent work, Schomaker has proposed an effective writer identification method
in which the writer is assumed to act as a stochastic generator of ink-blob shapes, or
graphemes (Schomaker and Bulacu 2004). The probability distribution of grapheme us-
age is characteristic of each writer and is computed using a common codebook obtained
by clustering. A brief account of the underlying theoretical model of this approach will
be given in the next section of this chapter. This theoretically founded approach was
initially applied to isolated uppercase handwriting (Schomaker and Bulacu 2004) and
later it was extended to lowercase cursive handwriting by using a segmentation method
(Schomaker et al. 2004).

In these previous studies, we have used contours for shape representation and a 2D
Kohonen self-organizing map (KSOM) for generating the grapheme codebook. While
contours posses definite advantages for shape matching, they are nevertheless suscepti-
ble to problems regarding the starting point, open/closed loops or the presence of multi-
ple inner contours. On the other hand, pixel-based representations can be more robustly
extracted from the handwriting images, but the matching process becomes more vulner-
able in this case, e.g., due to quantization in rescaling. The first purpose of this work is
to explore the use of normalized bitmaps as the underlying shape representation. In this
respect, our study comes closest to the work reported in (Bensefia et al. 2002, Bensefia
et al. 2003, Bensefia et al. 2004) where an information-retrieval framework is used for
writer identification. In contrast, our approach uses explicit probability distributions
constructed on the basis of the shape codebooks to characterize writer individuality.
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The second and most important purpose of the current work is to compare three dif-
ferent clustering methods for generating the grapheme codebook: k-means, Kohonen
SOM 1D and 2D. We have run large scale computational experiments for comparing
these three clustering methods over a large range of codebook sizes. Both writer identi-
fication and verification will be considered in our evaluation.

4.2 Theoretical model

The process of handwriting consists of a concatenation of ballistic strokes bounded by
points of high curvature in the pen-tip trajectory (Schomaker 1991). Curved shapes
are realized by differential timing in the movements of the wrist and finger subsys-
tems (Schomaker et al. 1989). Handwriting is not a feedback process governed by pe-
ripheral environment factors. As a consequence of neural and neuro-muscular prop-
agation delays, handwriting would be too slow if based upon continuous feedback
(Schomaker 1991). Rather, the brain is planning series of ballistic strokes ahead in
time in a feed-forward manner (Plamondon and Maarse 1989, Plamondon and Guerfali
1998). A character is assumed to be produced by a ”motor program” (Schmidt 1975)
that can be triggered to produce a pen-tip movement yielding the character shape on
paper (Schomaker et al. 1989).

The allographic shape variations reflecting the character forms engrained in the mo-
tor memory of the writer allows for very effective writer identification and verification.
Schomaker proposed a theoretical model and provided an experimental evaluation for
this allograph-level approach to writer identification (Schomaker and Bulacu 2004).
Here we will present the main aspects of this model; more details can be found in
(Schomaker and Bulacu 2004).

Assume there exists a finite list S of allographs for a given alphabet L. Each allo-
graph sli is considered to be the ith allowable shape (style) variation of a letter l ∈ L

which should in principle be legible at the receiving end of the writer-reader commu-
nication line (Kondo and Attachoo 1986). The source of allographic variation may be
located in teaching methods and individual preferences. The human writer is thus con-
sidered to be a pattern generator, stochastically selecting each allograph shape sli when
a letter l is about to be written (Shannon 1948). It is assumed that the probability den-
sity function pw(S), i.e., the probability of allographs being emitted by writer w, will be
informative in the identification of writer w if it holds that

w 6= v =⇒ pw(S) 6= pv(S) (4.1)

where w and v denote writers, S is a common allograph codebook and p(.) represents
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the discrete PDF for allograph emission. This (i.e. eq. 4.1) will be realizable if for hand-
written samples u emitted by w and characterized by

~xwu = pwu(S) (4.2)

and assuming that the sample u is representative

~xwu ≈ pw(S) (4.3)

it holds that

∀a, b, c, w, v 6= w : ∆(~xwa, ~xwb) < ∆(~xwa, ~xvc) (4.4)

where ∆ is an appropriate distance function on PDFs ~x, v and w denote writers, as
before, and a, b, c are handwriting-sample identifiers. Equation 4.4 states that, in feature
space, the distance between any two samples of the same writer is smaller than the
distance between any two samples by different writers. In ideal circumstances, this
relation would always hold, leading to perfect writer identification. Note that in this
model (eq. 4.1), the implication is unidirectional: in case of forged handwriting, pw(S)

does not equal pv(S) but writer w imposes as v (w = v).
A problem at this point is that an exhaustive list S of allographs for a particular

script and alphabet is difficult to obtain in order to implement this stochastic allograph-
emission model. Clustering of character shapes with a known letter label is possible
and has been realized (Vuurpijl and Schomaker 1997). However, the amount of hand-
written image data for which no character ground truth exists vastly exceeds the size of
commercial and academic training sets which are labeled at the level of individual char-
acters. At this point in time, a commonly accepted list of handwritten allographs (and
their commonly accepted names, e.g., in Latin, such as in the classification of species
in the field of biology) does not exist, as yet. In this respect, it is noteworthy that for
machine-print fonts, with their minute shape differences in comparison to handwriting
variation, named font categories exist (e.g., Times-Roman, Helvetica, etc.), whereas we
do not use generally agreed names for handwritten character families.

Therefore, it would be conducive to use an approach which avoids expensive char-
acter labeling at both training and operational stages. Unfortunately, automatic char-
acter segmentation in handwriting cannot be performed reliably. As a consequence,
we will use a generic and imperfect segmentation method that generates ink fragments
(graphemes) that do not overlap complete characters. These glyphs are usually sub-
allographic parts of characters and have the advantage that they can be extracted reli-
ably and in a non-parametric manner from a handwritten sample.

Despite not being complete characters, the graphemes generated by the heuristic
over-segmentation method are nevertheless informative of the allographic character
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Figure 4.1: Example of shape codebook with 400 graphemes obtained by kmeans clustering ap-
plied to a set of 41k patterns produced by 65 writers from the ImUnipen database. The codebook
graphemes have been placed 25 in a row.

variant of which they are a component. We will show that such sub-allographic script
fragments are usable for writer identification. We will use the empirical distribution
of grapheme occurrence as an approximation for the writer-specific allograph-emission
probability.

We will assume a finite set or codebook C of sub- or supra-allographic shapes and we
will estimate and use pw(C) as the writer descriptor in our identification and verification
tests. In the next sections, we will describe the construction of the grapheme codebook
C, the computation of an estimate of the writer-specific pattern-emission PDF pw(C),
and an appropriate distance function ∆ for these PDFs.

4.3 Datasets

The writer identification and verification study reported here was performed using two
datasets: Firemaker and ImUnipen.

For the tests carried out in this chapter, we use pages 1, 2 and 4 from the Firemaker
set (Schomaker and Vuurpijl 2000) comprising handwriting collected from 250 Dutch
subjects, predominantly students. Page 1 contains 5 paragraphs of copied text in lower-
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Figure 4.2: Example of shape codebook with 400 graphemes obtained by ksom1D clustering.
The graphemes have been placed 25 in a row. This codebook displays a 1D order, in contrast to
the ”disorderly” codebook obtained by kmeans (see Fig. 4.1).

case handwriting. On page 2 there are 2 paragraphs of copied text in uppercase hand-
writing. The category of page 3 (”forged”) samples was not used. Page 4 contains a
self-generated description of the content of a given cartoon. These samples consist of
mostly lowercase handwriting of varying text content and the amount of written ink
varies significantly, from 2 lines up to a full page. The scanned images have a resolu-
tion of 300 dpi, 8 bits / pixel, gray-scale. In the writer identification and verification
experiments reported here, we performed searches/matches of page 1 vs. 4 (Firemaker
lowercase) and paragraph 1 vs. 2 from page 2 (Firemaker uppercase).

The ImUnipen set contains handwriting from 215 subjects, 2 samples per writer. The
images were derived from the Unipen database (Guyon et al. 1994) of on-line hand-
writing. The time sequences of coordinates were transformed to simulated 300 dpi
images using a Bresenham line generator and an appropriate brushing function. The
samples contain lowercase handwriting with varying text content and amount of ink.
The dataset was divided in two parts: 65 writers (130 samples) were used for training
the grapheme codebook and the rest of 150 writers (300 samples) were used for testing.



4.4. Segmentation method 59

Figure 4.3: Example of shape codebook with 400 graphemes obtained by ksom2D clustering
without wraparound. The 20x20 original SOM organization has been maintained and the 2D
order of the codebook is clearly visible.

4.4 Segmentation method

In free-style cursive handwriting, connected-components may encompass several char-
acters or syllables. A segmentation method that isolates individual characters remains
an elusive goal for handwriting research. Nevertheless, several heuristics can be ap-
plied, yielding graphemes (sub- or supra-allographic fragments) that may or may not
overlap a complete character. While this represents a fundamental problem for hand-
writing recognition, the fraglets generated by the segmentation procedure can still be
effectively used for writer identification. The essential idea is that the ensemble of these
simple graphemes still manages to capture the shape details of the allographs emitted
by the writer.

We segment handwriting at the minima in the lower contour with the added con-
dition that the distance to the upper contour is in the order of the ink-trace width
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Figure 4.4: Segmentation at the minima in the lower contour that are proximal to the upper
contour.

(see Fig. 4.4). For contour extraction we use Moore’s algorithm. After segmentation,
graphemes are extracted as connected components, followed by a size normalization to
30x30 pixel bitmaps, preserving the aspect ratio of the original pattern.

4.5 Grapheme codebook generation

A number of 130 samples corresponding to 65 writers have been taken from the ImU-
nipen dataset. The graphemes have been extracted from these samples using the de-
scribed procedure yielding a training set containing a total of 41k patterns (normalized
bitmaps).

Three clustering methods will be used to generate the grapheme codebook: k-means,
Kohonen SOM 1D and 2D. We use standard implementations of these methods. Com-
plete and clear descriptions of the algorithms can be found in references (Kohonen 1988,
Duda et al. 2001).

The size of the codebook (the number of clusters used) yielding optimal performance
is an important parameter in our method. In the experiments, we will explore a large
range of codebook sizes. This will allow a thorough comparison of the considered clus-
tering algorithms.

Figures 4.1, 4.2 and 4.3 show examples of shape codebooks that have been obtained
by training using each of the three clustering methods. The two grapheme codebooks
obtained using Kohonen training show spatial order, while the one obtained using k-
means is ”disorderly”. The ksom1D codebook must be understood as a long linear
string of shapes and gradual transitions can be observed if the map is ”read” in left-to-
right top-to-bottom order. The ksom2D codebook shows a clear bidimensional organi-
zation.
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sample A sample B Common sample A sample B Common

Same writer: Different writer:

Figure 4.5: Density plots of grapheme emission PDFs computed using a ksom2D codebook. Two
samples A and B from the same writer (left panel) yield a much larger common density than
samples from different writers (right panel). The common density resulting from the overlap
between the two sample PDFs is depicted in the third column (’Common’).

4.6 Computing writer-specific grapheme-emission PDFs

The writer is considered to be characterized by a stochastic pattern generator, producing
a family of basic shapes (Schomaker and Bulacu 2004). The individual shape emission
probability is computed by building a histogram in which one bin is allocated to every
grapheme in the codebook.

For every sample i of handwriting, the graphemes are extracted using the segmen-
tation / connected-component-detection / size-normalization procedure described be-
fore. For every grapheme g in the sample, the nearest codebook prototype j (the winner)
is found using the Euclidean distance and this occurrence is counted into the corre-
sponding histogram bin:

j = argminn[dist(g, Cn)], hij ← hij + 1 (4.5)

where n is an index than runs over the shapes in the codebook C. In the end, the his-
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togram hi is normalized to a probability distribution function pi that sums up to 1. This
PDF (see Fig. 4.5) is the writer descriptor used for identification and verification.

4.7 Results

We performed large scale computational experiments to compare the three clustering
methods over a large range of codebook sizes. The number of clusters used was varied
from 9 (3x3) to 2500 (50x50). A number of 200 epochs have been used for training the
Kohonen SOMs. Computations have been performed on a Beowulf high-performance
Linux cluster with 1.7GHz/0.5GB nodes. Training times for codebooks of size 400: k-
means - 1 hrs, ksom1D - 10 hrs, ksom2D - 17 hrs. Computation times for the grapheme
emission PDF on codebooks of size 400: k-means - 0.5 s / sample, ksom1D - 1.5 s /
sample, ksom2D - 3.1 s / sample. These computation times were obtained using the
’gcc’ compiler with optimization for single-precision floating-point calculations. The
total computation time used in the experiments amounts to approx. 800 CPU hrs.

4.7.1 Writer identification

Writer identification results are computed using nearest-neighbor classification (Cover
and Hart 1967) in a leave-one-out strategy. For a query sample q, the distances to all the
other samples i 6= q are computed. Then all the samples i are ordered in a sorted hit list
with increasing distance to the query q (Press et al. 1992). Ideally, the first ranked sample
(Top 1) should be the pair sample produced by the same writer (in all our experiments
there are 2 samples per writer).

An appropriate dissimilarity measure between the grapheme PDFs is the χ2 distance
(Press et al. 1992):

χ2
qi =

k∑
n=1

(pqn − pin)2

pqn + pin

(4.6)

where p are entries in the PDF, n is the bin index and k is the number of bins in the PDF
(equal to the size of the grapheme codebook). In our experiments, χ2 outperformed
other distance measures: Hamming, Euclid, Minkowski order 3, Bhattacharya.

We point out that our writer identification results are realistic and rather conserva-
tive because we do not make a separation between a training set and a test set. Keeping
all the data in one batch makes the testing conditions actually more difficult and realis-
tic, with more distractors: not 1, but 2 per false writer and only one correct hit.

Figures 4.6, 4.7 and 4.8 show our results obtained on the experimental datasets.
Writer identification performance (Top-1 and Top-10) reaches a plateau for codebook
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Figure 4.6: Writer identification and verification performance on the Firemaker lowercase
dataset as a function of codebook size.

sizes larger than about 100 (10x10) shapes. More remarkable is the fact that the same
performance is achieved by all three clustering methods. Table 4.1 gives numerical re-
sults for codebooks of size 400 which was chosen as an anchor point.

The writer identification performance is stable over a very large range of codebook
sizes, from 100 to 2500. Therefore the codebook size does not represent a critical pa-
rameter for our allograph-level writer identification approach. Additionally, the three
clustering algorithms used to generate the shape codebook yielded the same level of
performance. We are thus confident that our results are robust and reproducible.

The lower performance obtained on the Firemaker uppercase dataset can be ex-
plained by two factors: the amount of handwriting in these samples is very reduced
(only one paragraph of 100-150 characters) and the codebooks have been generated
based on samples that contain almost exclusively lowercase (cursive) handwriting. Nev-
ertheless, the overall performance levels achieved on lowercase and uppercase are quite
comparable. In the previous chapter, using edge-based directional features under the
condition that approximately the same amount of ink is present in all samples, the per-
formance level achieved on lowercase and uppercase was roughly the same (Bulacu
and Schomaker 2003). Here again, the empirical results contradict the intuition that
writer identification is more effective on lowercase rather than uppercase handwriting.
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Figure 4.7: Writer identification and verification performance on the Firemaker uppercase
dataset as a function of codebook size.

The slightly higher performance obtained on ImUnipen is due to the smaller number of
writers contained in the dataset.

The writer identification results presented here are in the same ballpark as the ones
we reported in a previous study using contours for shape representation and Kohonen
2D for codebook training (Schomaker et al. 2004). This constitutes additional evidence
regarding the robustness of the proposed method of using grapheme emission PDFs for
writer identification.

4.7.2 Writer verification

In the writer verification task, the distance ξ between two given handwriting samples is
computed using the grapheme PDFs. Distances up to a predefined decision threshold
T are deemed sufficiently low for considering that the two samples have been written
by the same person. Beyond T , the samples are considered to have been written by dif-
ferent persons. Two types of error are possible: falsely accepting (FA) that two samples
are written by the same person when in fact this is not true or falsely rejecting (FR) that
two samples are written by the same person when in fact this is the case. The associated
error rates are FAR and FRR. In a scenario in which a suspect must be found in a stream
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Figure 4.8: Writer identification and verification performance on the ImUnipen dataset (150
writers, 2 samples / writer, not used for training the grapheme codebook) as a function of code-
book size.

of documents, FAR becomes false alarm rate, while FRR becomes miss rate. These error
rates can be empirically computed by integrating up-to/from the decision threshold T

the probability distribution of distances between samples written by the same person
PS(ξ) and the probability distribution of distances between samples written by different
persons PD(ξ):

FAR =

∫ T

0

PD(ξ) dξ (4.7)

FRR =

∫ ∞

T

PS(ξ) dξ. (4.8)

By varying the threshold T a Receiver Operating Characteristic (ROC) curve is ob-
tained that illustrates the inevitable trade-off between the two error rates. The Equal
Error Rate (EER) corresponds to the point on the ROC curve where FAR = FRR and it
quantifies in a single number the writer verification performance.

For the Firemaker dataset, PS(ξ) has been constructed using the 250 same-writer
distances, while PD(ξ) has been constructed using all the C2

500 − 250 = 124500 different-
writer distances arising in the dataset. Similarly for ImUnipen. In figures 4.6, 4.7 and
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Table 4.1: Writer identification and verification accuracies (percentages) for codebooks of size
400 (20x20). The same writer identification and verification performance is achieved by all three
clustering methods. The performance levels are consistent across the three datasets.

Dataset / Method kmeans ksom1D ksom2D
Firemaker Top 1 75.3 75.3 78.1
lowercase Top 10 91.8 92.2 92.6

(250 writers) EER 5.7 5.4 5.3
Firemaker Top 1 64.7 63.6 64.9
uppercase Top 10 91.6 90.6 93.2

(250 writers) EER 8.0 8.2 9.2
ImUnipen Top 1 77.7 79.0 76.3

(150 writers) Top 10 92.7 89.3 91.3
ERR 14.7 15.0 14.7

4.8, the lower family of curves show the ERR as a function of codebook size. Here again
the same performance is achieved by all three clustering methods.

For Firemaker uppercase, the EER hovers around 8%. For Firemaker lowercase, the
EER reaches a minimum of about 3% for a codebook size of 100 and increases to about
7% for larger codebooks. A similar increase in the ERR for larger codebooks can be
seen also for the ImUnipen set, from 8% (codebook with 9 shapes) to 14% (codebooks
with 103 shapes). This effect can be explained considering that, as the codebook size in-
creases, the grapheme emission PDFs reside in increasingly higher dimensional spaces
that progressively become less and less populated. The distances between the indi-
vidual handwriting samples increase in relative terms. As a result it becomes gradually
more difficult to find a unique threshold distance that separates the sample pairs written
by the same person from those written by different persons. Clearly, an individualized
threshold is needed that depends on the variability in feature space of the handwriting
belonging to that particular person. However estimating this within-writer variability
using a limited amount of handwritten material is a difficult problem that requires fur-
ther research. The described dimensionality problem does not significantly affect the
distance rankings with respect to a chosen sample and consequently writer identifica-
tion performance remains essentially stable over a large range of codebook sizes. A
slight decrease in the writer identification performance with increasing codebook size
can however be noticed in Fig. 4.6.

We must point out that the essence of the proposed method does not consist in an
exhaustive enumeration of all possible allographic part shapes. Rather, the grapheme
codebook spans up a shape space by providing a set of nearest-neighbor attractors for
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the ink fraglets extracted from a given handwritten sample. The three clustering meth-
ods considered in this chapter seem to perform this task equally well.

4.8 Conclusions

The use of grapheme emission PDFs in writer identification and verification yields valu-
able results. Ultimately, writing style is determined by allographic shape variations and
small style elements which are present within a character are the result of the writer’s
physiological make up as well as education and personal preference. The proposed
method proves to be robust to the underlying shape representation used (whether con-
tours or normalized bitmaps), to the size of codebook used (stable performance for sizes
from 102 to 2.5 × 103) and to the clustering method used to generate the codebook (es-
sentially the same performance was obtained for k-means, ksom1D and ksom2D).

In the next chapter of the thesis, we will combine the texture-level and allograph-
level approaches to improve the performance and robustness of our writer identifica-
tion and verification system. We will also extend our experiments to bigger datasets
containing more writers.
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Chapter 5

Feature Fusion for Text-Independent Writer
Identification and Verification

If the brain were so simple we could understand it, we would
be so simple we couldn’t.

Lyall Watson

Abstract

In the previous chapters, we presented the development of new and very effective techniques
for automatic writer identification and verification that use probability distribution func-
tions (PDFs) extracted from the handwriting images to characterize writer individuality
independently of the textual content of the written samples. This chapter presents a coherent
overview of all our features and specifically considers the problem of combining multiple fea-
tures for text-independent writer identification and verification. Our experiments are also
extended to larger datasets containing up to 900 writers.

Our features operate at two levels of analysis: the texture level and the character-shape (al-
lograph) level. For computing the directional texture level features, here we use contours,
rather than edges, with definite advantages regarding computation speed and control of fea-
ture dimensionality. The contour-based joint directional PDFs encode orientation and cur-
vature information to give an intimate characterization of individual handwriting style. In
our analysis at the allograph level, the writer is considered to be characterized by a stochastic
pattern generator of ink-trace fragments, or graphemes. The PDF of these simple shapes in a
given handwriting sample is characteristic for the writer and is computed using a common
shape codebook obtained by grapheme clustering. Combining texture-level and allograph-
level features yields very high writer identification and verification performance, with usable
rates for datasets containing 103 writers.

5.1 Introduction

The identification of a person on the basis of scanned images of handwriting is a use-
ful biometric modality with application in forensic and historic document analysis
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and constitutes an exemplary study area within the research field of behavioral biomet-
rics. In this chapter, we present an overview of our statistical pattern recognition meth-
ods for automatic writer identification and verification using off-line handwriting. We
specifically consider the problem of combining multiple features for improving perfor-
mance on both tasks of writer identification and verification, a topic that was not fully
addressed in previous chapters. Here we provide an extensive analysis of feature com-
binations and report our experimental results obtained on larger datasets containing up
to 900 writers.

There are two general characteristics distinguishing our approach: human interven-
tion is minimized in the writer identification and verification process and we encode indi-
vidual handwriting style using features designed to be independent of the textual content of
the handwritten sample. Writer individuality is encoded using probability distribution
functions extracted from handwritten text blocks and, in our methods, the computer
is completely agnostic of what has been written in the samples. The development of
our writer identification techniques takes place at a time when many biometric modali-
ties undergo a transition from research to real full-scale deployment. Our methods also
have practical feasibility and hold the promise of concrete applicability.

Physiological biometrics (e.g. iris, fingerprint, hand geometry, retinal blood vessels,
DNA) are strong modalities for person identification due to the reduced variability and
high complexity of the biometric templates used. However, these physiological modal-
ities are usually more invasive and require cooperating subjects. On the contrary, be-
havioral biometrics (e.g. voice, gait, keystroke dynamics, signature, handwriting) are less
invasive, but the achievable identification accuracy is less impressive due to the large
variability of the behavior-derived biometric templates. Writer identification pertains to
the category of behavioral biometrics and has applicability in the forensic and historic
document analysis fields.

Writer identification is rooted in the older and broader domain of automatic hand-
writing recognition (Plamondon and Srihari 2000, Vinciarelli 2002). For automatic hand-
writing recognition, invariant representations are sought which are capable of eliminat-
ing variations between different handwritings in order to classify the shapes of char-
acters and words robustly. The problem of writer identification, on the contrary, re-
quires a specific enhancement of these variations, which are characteristic to a writer’s
hand. Handwriting recognition and writer identification represent therefore two op-
posing facets of handwriting analysis. It is important, however, to mention also the
idea that writer identification could aid the recognition process if information on the
writer’s general writing habits and idiosyncrasies is available to the handwriting recog-
nition system.

Research in writer identification and verification has received significant interest in
recent years due to its forensic applicability (e.g. the case of the anthrax letters). A writer
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system
Verification Same writer

Different writer

Test sample A

Test sample B
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with samples of
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Identification Writer 1

Writer nsystemQuery sample
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Figure 5.1: a) A writer identification system retrieves, from a database containing handwritings of
known authorship, those samples that are most similar to the query. The hit list is then analyzed
in detail by a human expert. b) A writer verification system compares two handwriting samples
and takes an automatic decision whether or not the input samples were written by the same
person.

identification system performs a one-to-many search in a large database with handwrit-
ing samples of known authorship and returns a likely list of candidates (see Fig. 5.1a).
This represents a special case of image retrieval, where the retrieval process is based on
features capturing handwriting individuality. The hit list is further scrutinized by the
forensic expert who takes the final decision regarding the identity of the author of the
questioned sample. Writer identification is therefore possible only if there exist previous
samples of handwriting by that person enrolled in the forensic database. Writer verifica-
tion involves a one-to-one comparison with a decision whether or not the two samples
are written by the same person (see Fig. 5.1b). The decidability of this problem gives
insight into the nature of handwriting individuality. Writer verification has potential
applicability in a scenario in which a specific writer must be automatically detected in a
stream of handwritten documents. The target performance for forensic writer identifica-
tion systems is a near 100% recall of the correct writer in a hit list of one hundred writers,
computed from a database in the order of 10k samples, which is the size of the current
European forensic databases. This target performance still remains an ambitious goal.
Contrary to other forms of biometric person identification used in forensic labs, auto-
matic writer identification often allows for determining identity in conjunction with the
intentional aspects of a crime, such as in the case of threat or ransom letters. This is a
fundamental difference from other biometric methods, where the relation between the
evidence material and the details of an offense can be quite remote.



72 5. Feature Fusion for Text-Independent Writer Identification and Verification

Writer 1 Writer 2 Writer 3

’veilingen’ ’veilingen’ ’veilingen’

’f’’3’ ’3’

’K’ ’M’

’3’

’g’ ’K’ ’M’

’9’

’g’

’9’

’K’ ’M’ ’g’

’9’’f’ ’f’

Figure 5.2: A comparison of handwritten characters (allographs) and handwritten words from
three different writers. The between-writer variation exceeds the within-writer variability and
provides the basis for writer identification and verification.

Writer identification and verification are only possible to the extent that the variation
in handwriting style between different writers exceeds the variations intrinsic to every
single writer considered in isolation (see Fig. 5.2). The results reported in this thesis
ultimately represent a statistical analysis of the relationship opposing the between-writer
variability and the within-writer variability in feature space. The present study assumes
that the handwriting was produced using a natural writing attitude. Forged or dis-
guised handwriting is not addressed in our approach. The forger tries to change the
handwriting style usually by changing the slant and / or the chosen letter shapes. Us-
ing detailed manual analysis, forensic experts are sometimes able to correctly identify
a forged handwritten sample. On the other hand, our proposed algorithms operate on
the scanned handwriting faithfully considering all graphical shapes encountered in the
image under the premise that they are created by the habitual and natural script style
of the writer.

With regard to the theoretical underpinnings of our approach, handwriting can be
described as a hierarchical psychomotor process: at a high level, an abstract motor pro-
gram is recovered from long-term memory; parameters are then specified for this mo-
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tor program, such as size, shape, timing; finally, at a peripheral level, commands are
generated for the biophysical muscle-joint systems (Maarse 1987). The writer tries to
maintain his / her preferred slant and letter shapes over the complete range of mo-
tion in the biomechanical systems thumb-fingers and hand-wrist (Maarse 1987) and
in a manner that is also independent of changes in the horizontal progression motion
(Maarse and Thomassen 1983). Due to neural and neuromechanical propagation de-
lays, a handwriting process based upon a continuous feedback mechanism alone would
evolve too slowly (Schomaker 1991). Therefore handwriting is not a feedback process,
the brain is continuously planning series of ballistic movements ahead in time in a feed-
forward manner and a character is assumed to be produced by a ”motor program”
(Schmidt 1975). Every person uses personalized and characteristic shapes, called allo-
graphs, when writing a chosen letter of the alphabet (see Fig. 5.2). In this thesis, we
propose writer identification methods that aim to capture peripheral and also more
central aspects of the writing behavior of an individual. Our methods operate at two
levels of analysis: the texture level and the allograph (character-shape) level. The texture-
level features are informative for the habitual pen-grip and preferred writing slant, while
the allograph-level features reveal the character shapes engrained in the motor mem-
ory of the writer, as a result of educational, cultural and memetic factors (Schomaker
and Bulacu 2004). Furthermore, very effective writer identification and verification is
achievable by combining texture-level and allograph-level features, which together of-
fer a fuller description of a person’s stable and discriminatory unconscious practices in
writing.

This chapter is organized as follows. Section 5.2 describes the datasets used in
the experiments reported in this chapter. Sections 5.3 and 5.4 give an overall coher-
ent overview of the algorithms for extracting the texture-level and the allograph-level
features respectively. The distances used for feature matching and the feature fusion
technique are explained in Section 5.5. Section 5.6 gives the experimental results, fol-
lowed by a discussion in Section 5.7. Conclusions are then drawn in Section 5.8.

5.2 Experimental datasets

The experiments reported in this chapter were conducted using three datasets: Fire-
maker, IAM and ImUnipen. The Firemaker and ImUnipen datasets were described pre-
viously in the thesis, while IAM is a large dataset newly introduced in this chapter. The
IAM dataset (Marti and Bunke 2002) is available on the Internet and was extensively
used for off-line handwriting recognition. In addition to the annotation of the textual
content, the IAM set contains also writer identity information needed in writer identifi-
cation studies. For completeness, we provide here brief descriptions of all the datasets



74 5. Feature Fusion for Text-Independent Writer Identification and Verification

used in the experiments reported in this chapter.
The Firemaker set (Schomaker and Vuurpijl 2000) contains handwriting collected

from 250 Dutch subjects, predominantly students, who were required to write 4 differ-
ent A4 pages. On page 1 they were asked to copy a text of 5 paragraphs using normal
handwriting (i.e. predominantly lowercase with some capital letters at the beginning of
sentences and names). On page 2 they were asked to copy another text of 2 paragraphs
using only uppercase letters. Page 3 contains ”forged” text and these samples are not
used in the current study. On page 4 the subjects were asked to describe the content of
a given cartoon in their own words. These samples consist of mostly lowercase hand-
writing of varying text content and the amount of written ink varies significantly, from
2 lines up to a full page. The documents were scanned at 300 dpi, 8 bits / pixel, gray-
scale. In the writer identification and verification experiments reported in this chapter,
we performed searches / matches of page 1 vs. 4 (Firemaker lowercase) and paragraph
1 vs. 2 from page 2 (Firemaker uppercase).

The IAM database (Marti and Bunke 2002) consists of forms with handwritten En-
glish text of variable content, scanned at 300 dpi, 8 bits / pixel, gray-scale. Besides the
writer identity, the images are accompanied by extensive segmentation and ground-
truth information at the text line, sentence and word levels (Zimmermann and Bunke
2002). This dataset includes a variable number of handwritten pages per writer, from
1 page (350 writers) to 59 pages (1 writer). In order to have comparable experimental
conditions across all datasets, we modified the IAM set to contain always 2 samples
per writer: we kept only the first 2 documents for those writers who contributed more
than 2 documents to the original IAM dataset and we have split the document roughly
in half for those writers with a unique page in the original set. Our modified IAM set
therefore contains lowercase handwriting from 650 persons, 2 samples per writer. The
amount of ink is roughly equal in the two samples belonging to one writer, but varies
between writers from 3 lines up to a full page.

The ImUnipen set contains handwriting from 215 subjects, 2 samples per writer. The
images were derived from the Unipen database (Guyon et al. 1994) of on-line handwrit-
ing. The time sequences of coordinates were transformed to simulated 300 dpi images
using a Bresenham line generator and an appropriate thickening function. The samples
contain lowercase handwriting with varying text content and amount of ink. This set
was not directly used in the writer identification and verification tests reported in this
chapter. However, a part of this dataset containing 65 writers (130 samples) was used in
our allograph-level approach for training the shape codebooks needed for computing
the writer-specific grapheme emission probability.

We merged the Firemaker lowercase and IAM datasets to obtain a combined set
which we named ”Large”. The Large dataset therefore contains 900 writers, 2 samples
per writer, lowercase handwriting. This combined set is comparable, in terms of number
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Table 5.1: Overview of the experimental datasets, the number of writers contained and some of
their properties.

Dataset Nwriters Handwriting Obs.
Firemaker 250 -lowercase -page 1 and 4

-UPPERCASE -parag. 1 and 2 of page 2
IAM 650 -lowercase -original IAM dataset

modified to contain
2 samples per writer

ImUnipen 215 -lowercase -derived from online data,
not used in writer identif.
and verif. tests,
130 samples by 65 writers
used for generating the
grapheme codebooks

Large 900 -lowercase -merger between Firemaker
lowercase and IAM datasets

of writers, to the largest dataset used in writer identification and verification until the
present (Srihari et al. 2002). It is significant to mention here that our approach to writer
identification and verification is text-independent and does not require human effort
for labeling. This gave us the noteworthy advantage of being able to easily extend
our methods to other datasets and to collect data from multiple sources and different
languages in a common framework. Table 5.1 gives an overview of all datasets used in
our tests.

5.3 Textural features

Asserting writer identity based on handwriting images requires three main processing
phases:

• 1) feature extraction,

• 2) feature matching / feature combination,

• 3) writer identification and verification.

In this and in the following sections of this chapter, we present the feature extraction
methods in a general coherent framework. We use probability distribution functions
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Table 5.2: Overview of the considered features, their dimensionalities and the distance func-
tions used in identification and verification. Features are grouped into four different categories:
directional PDFs (f1, f2, f3h, f3v), grapheme emission PDF (f4), run-length PDFs (f5h, f5v) and
autocorrelation (f6).

Feature Explanation N Dist Computed
dims from

f1: p(φ) Contour-direction 12 χ2 contours
PDF

f2: p(φ1, φ2) Contour-hinge 300 χ2 contours
PDF
Direction co-occurr. contours

f3h: p(φ1, φ3) h PDFs→ horiz. run 144 χ2

f3v: p(φ1, φ3) v → vert. run 144 χ2

f4: p(g) Grapheme emission 400 χ2 connected
PDF components
Run-length on white binary

f5h: p(rl) h PDFs→ horiz. run 60 χ2 image
f5v: p(rl) v → vert. run 60 χ2

f6: ACF Autocorr. horiz. 60 L2 gray-scale
image

(PDFs) extracted from the handwriting images to characterize writer individuality in a
text-independent manner. The term ”feature” will be used to denote such a complete
PDF: not a single value, but an entire vector of probabilities capturing a facet of hand-
writing uniqueness.

An overview of all the features used in our study is given in Table 5.2. In our anal-
ysis, we will consider a number of features that we have designed (f2, f3, f4) and also a
number of other features (f1, f5, f6) classically used for writer identification and verifi-
cation. For the present chapter, we have selected the most discriminative features from
a larger number of features tested in a previous paper (normalized entropy, ink-density
PDF, wavelets) (Schomaker and Bulacu 2004).

A succession of image processing steps applied on the handwriting image will pro-
vide a number of alternate base representations which will then be used for feature
computation. The initial gray-scale images containing the scanned samples of hand-
writing are binarized using Otsu’s method (Otsu 1979). The binary images, in which
only the ink pixels are ”on”, undergo connected component detection (labeling) using
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Figure 5.3: Schematic description for the extraction method of the contour-direction PDF (fea-
ture f1). The handwritten letter ”a”, provided as an example, would be roughly twice as large in
reality.

8-connectivity. Further, for all connected components, the inner and outer contours are
extracted using Moore’s contour-following algorithm. The contours will contain the se-
quence of coordinates (xk, yk) of all the pixels located exactly on the ink-background
boundary. This is a very effective vectorial representation that will allow a fast compu-
tation of the directional features. These features were computed using the edge image
in the previous chapters of the thesis. Four primary representations of the handwrit-
ten document will therefore be used for feature computation: the gray-scale image, the
binary image, the connected components and the contours.

The current study implicitly assumes that the foreground / background separation
can be realized in a pre-processing phase, yielding a white background with (near-)
black ink. This separation will often fail on the smudged and texture-rich fragments
sometimes collected in forensic practice, where the ink trace is often hard to identify.
However, the complete process of forensic writer identification is never fully automatic
and present image processing methods allow for advanced semi-interactive solutions
to the foreground / background separation problem.

Our methods work at two levels of analysis: the texture level and the allograph level.
Further in this section, we describe the extraction methods for the texture-level fea-
tures used in writer identification and verification. In these features, the handwriting
is merely seen as a texture described by some probability distributions computed from
the image and capturing the distinctive visual appearance of the written samples.



78 5. Feature Fusion for Text-Independent Writer Identification and Verification

 0

 0.06

 0.12

 0.18

 0.18  0.12  0.06  0  0.06  0.12  0.18

writer 1 - sample 1
writer 1 - sample 2

 0

 0.06

 0.12

 0.18

 0.18  0.12  0.06  0  0.06  0.12  0.18

writer 2 - sample 1
writer 2 - sample 2

Figure 5.4: Examples of lowercase handwriting from two different subjects. We superposed the
polar diagrams of the direction distribution p(φ) extracted from the two handwritten samples
for each of the two subjects. There is a large overlap between the directional PDFs extracted from
samples originating from the same writer, while there is a substantial variation in the directional
PDFs for different writers. The examples were chosen for visual clarity.

5.3.1 Contour-direction PDF (f1)

The most prominent visual attribute of handwriting that reveals individual writing style
is slant. Handwriting slant is also a very stable personal characteristic (Maarse and
Thomassen 1983, Maarse 1987). It has long been known in handwriting research that the
distribution of directions in the script provides useful information for writer identifica-
tion (Maarse et al. 1988), coarse writing-style classification (Crettez 1995) or signature
verification (Drouhard et al. 1995). This directional distribution can be computed very
fast using the contour representation with the additional advantage that the influence
of the ink-trace width is also eliminated.

The contour-direction distribution is extracted by considering the orientation of local
contour fragments. The analyzing fragment is determined by two contour pixels taken
a certain distance apart (see Fig. 5.3) and the angle that the fragment makes with the
horizontal is computed using equation 5.1. As the algorithm runs over the contours, the
orientation of the local contour fragments is computed and an angle histogram is built
thereby. The angle histogram is then normalized to a probability distribution p(φ) which
gives the probability of finding in the handwriting image a contour fragment oriented
at the angle φ measured from the horizontal.

φ = arctan(
yk+ε − yk

xk+ε − xk

) (5.1)

The parameter ε controls the length of the analyzing contour fragment. In our im-
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Figure 5.5: Schematic description for the extraction method of the contour-hinge PDF (feature
f2).

plementation ε = 5 and this value was selected such that the length of the contour frag-
ment is comparable to the thickness of the ink trace (6 pixels). The angle φ resides in the
first two quadrants because, without online information, we do not know which way
the writer ”traveled” along the probing contour fragment. The number of histogram
bins spanning the interval 0◦ - 180◦ was set to n = 12 through experimentation: 15◦ /
bin gives a sufficiently detailed and, at the same time, sufficiently robust description of
handwriting to be used in writer identification and verification. These settings will be
used for all the directional features presented in this chapter.

The prevalent direction in p(φ) (see Fig. 5.4) corresponds, as expected, to the slant
of writing. In handwriting recognition, this can be used to deslant the script using
a shear transform prior to applying the statistical recognizer. Note that not only the
slant (the mode of the angular PDF), but the entire distribution is informative for writer
identification. For example, even for the same slant angle, a more round handwriting
will have a different directional PDF (more spread) than a more pointed handwriting
and it will still be possible to distinguish between them using the distribution p(φ).

5.3.2 Contour-hinge PDF (f2)

The directional distribution p(φ) represented our starting point in designing more com-
plex features that give a more intimate characterization of the individual handwriting
style and ultimately yield significant improvements in writer identification and verifica-
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Figure 5.6: Surface plots of the contour-hinge PDF p(φ1, φ2) for two writers. One half of the 3D
plot (on one side of the main diagonal) is flat because we only consider angle combinations with
φ2 ≥ φ1.

tion performance. In order to capture, besides orientation, also the curvature of the ink
trace, which is very discriminatory between different writers, we designed the ”hinge”
feature. The central idea is to consider, not one, but two contour fragments attached at a
common end pixel and, subsequently, compute the joint probability distribution of the
orientations of the two legs of the obtained ”contour-hinge” (see Fig. 5.5). To have an
intuitive picture of this feature, imagine having a hinge laid on the surface of the image.
Place its junction on top of every contour pixel, then open the hinge and align its legs
along the contour. Consider the angles φ1 and φ2 that the legs make with the horizontal
and count the found instances in a two dimensional array of bins indexed by φ1 and φ2.
The final normalized histogram gives the joint PDF p(φ1, φ2) quantifying the chance of
finding in the image two ”hinged” contour fragments oriented at the angles φ1 and φ2

respectively.
In contrast with feature f1 for which spanning the upper two quadrants (180◦) was

sufficient, we now have to span all the four quadrants (360◦) around the central junction
pixel when assessing the angles of the two fragments. The orientation is now quantized
in 2n directions for every leg of the ”contour-hinge”. From the total number of combi-
nations of two angles (4n2) we will consider only non-redundant ones (φ2 ≥ φ1). The
final number of combinations is C2

2n + 2n = n(2n + 1). For n = 12, the contour-hinge
feature vector will have 300 dimensions.

The feature p(φ1, φ2) is a bivariate PDF capturing both the orientation and the cur-
vature of contours. Examples are given in Fig. 5.6. Additionally, the joint probability
p(φ1, φ2) is proportional to the conditional probability p(φ2|φ1) that can be interpreted as
the transition probability from state φ1 to state φ2 in a simple Markov process. Feature
f2 is highly discriminative and gives very satisfying results in writer identification.
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BACKGROUND

INK

BACKGROUND

INK

φ3

φ1

φ φ31

Figure 5.7: Schematic description for the extraction methods of the direction co-occurrence PDFs
(horizontal scan - feature f3h on the left and vertical scan - feature f3v on the right).

5.3.3 Direction co-occurrence PDFs (f3h, f3v)

Building upon the same idea of combining oriented contour fragments, we designed
another feature: the directional co-occurrence PDF. For this feature, we consider the
combination of contour-angles occurring at the ends of run-lengths on the background
(see Fig. 5.7). The joint PDF p(φ1, φ3) of the two contour-angles occurring at the ends of a
run-length on white captures longer range correlations between contour directions and
gives a measure of the roundness of the written characters. Horizontal runs along the
rows of the image generate f3h and vertical runs along the columns of the image gener-
ate f3v. The PDFs f3h and f3v have n2 dimensions, namely 144 in our implementation.

These features derive conceptually from the directional distribution f1 presented
above and the run-length distributions f5h and f5v which will be described further. Ex-
amples of p(φ1, φ3)h for two writers are given in Fig. 5.8.

The features presented thus far (f1, f2 and f3) are directional PDFs constructed using
oriented contour fragments that act like local phasors and perform, in Fourier terms,
a local phase analysis at the scale of the ink-trace width. The local phase correlations
are collected in the joint probability distributions that are generic texture descriptors
characterizing individual handwriting style independently of the text content of the
written samples.

5.3.4 Other texture-level features: run-length PDFs (f5h, f5v),
autocorrelation (f6)

Run lengths were first proposed for writer identification in (Arazi 1977, Arazi 1983) and
were also used on historical documents in (Dinstein and Shapira 1982). Run lengths
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Figure 5.8: Surface plots of the contour-direction co-occurrence PDF p(φ1, φ3)h for two writers.
Every writer has a different ”probability landscape”.

are determined on the binary image taking into consideration either the black pixels
corresponding to the ink trace or the white pixels corresponding to the background.
The statistical properties of the black runs are significantly influenced by the ink width
and therefore by the type of pen used for writing. The white runs capture the regions
enclosed inside the letters and also the empty spaces between letters and words. The
probability distribution of white lengths (runs on background) will be used in our writer
identification and verification tests. There are two basic scanning methods: horizontal
along the rows of the image (f5h) and vertical along the columns of the image (f5v).
Similarly to the contour-based directional features presented above, the histogram of
run lengths is normalized and interpreted as a probability distribution. Our particular
implementation considers only run-lengths of up to 60 pixels to prevent the vertical
measurements from going in between successive text lines (the height of a written line
in our dataset is about 120 pixels).

To compute the autocorrelation feature (f6), every row of the image is shifted onto
itself by a given offset and then the normalized dot product between the original row
and the shifted copy is calculated. The original gray-scale image is used in the compu-
tation and the maximum offset (”delay”) corresponds to 60 pixels. For every offset, the
autocorrelation coefficients are then averaged across all image rows. The autocorrela-
tion function detects the presence of regularity in writing: regular vertical strokes will
overlap in the original row and its horizontally shifted copy for offsets equal to integer
multiples of the spatial wavelength of handwriting. This results in a large dot product
contribution to the final autocorrelation function. Autocorrelation is the only feature in
our analysis that is not a probability distribution function and it will require a different
distance measure than the other features, Euclidean (L2 norm) rather than χ2.

We note here that the autocorrelation and the power spectrum are Fourier transform
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pairs. Therefore, in effect, the autocorrelation function performs a Fourier analysis di-
rectly in image space along the pixel rows. The amplitude information is retained and
averaged across all image rows, while all phase information is discarded. Directional
features (f1, f2 and f3) are essentially built on local phase information, while autocorre-
lation encodes only amplitude information. It will be interesting to consider a perfor-
mance comparison in the experimental results.

The features presented in this section are generic texture-level descriptors that, when
applied to handwriting, capture writer individuality, thus providing the basis for writer
identification. Their virtue resides in the local computation on the image and, as such,
they are generally applicable and do not impose additional constraints. Using the con-
tour representation for extracting the directional distributions offers definite advantages
regarding computation speed and control of feature dimensionality. The PDFs can be
estimated even from samples with very reduced amounts of written ink. In our data,
many handwritten samples contain as little as three lines of text.

5.4 Allographic features

In this section, we briefly reiterate our allograph-level approach to writer identifica-
tion and verification. Our method, similar to the approach described in (Bensefia et al.
2005b), is based on assuming that the writer acts as a stochastic generator of ink-blob
shapes, or graphemes. The probability distribution of grapheme usage is characteristic
of each writer and is computed using a common codebook of shapes obtained by clus-
tering. This approach was first applied to isolated uppercase handwriting (Schomaker
and Bulacu 2004) and later it was extended to lowercase cursive handwriting by using
a segmentation method (Schomaker et al. 2004).

This writer identification and verification method was fully described in the previ-
ous chapter of the thesis and involves three processing stages:

1) Handwriting segmentation: the ink is cut at the minima in the lower contour
for which the distance to the upper contour is comparable to the ink-trace width (see
Fig. 4.4). The graphemes are then extracted as connected components, followed by size
normalization to 30x30 pixel bitmaps, preserving the aspect ratio of the original pat-
tern. This segmentation stage makes our allograph-level method applicable to free-style
handwriting, both cursive and isolated.

2) Shape codebook generation: grapheme clustering was applied to a training set
containing 41k graphemes extracted from 130 samples (65 writers) from the ImUnipen
set. On the new Large dataset, the three clustering algorithms used previously will
be compared for a large range of codebook sizes: k-means, Kohonen SOM 1D and 2D
(Kohonen 1988, Duda et al. 2001). Fig. 5.9 shows three examples of shape codebooks
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codebook with 100 graphemes

codebook with 225 graphemes

codebook with 400 graphemes

Figure 5.9: Examples of shape codebooks generated by k-means clustering and containing an
increasing number of graphemes (increasing values of the parameter k were used in training).
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generated by k-means clustering for increasing values of k. The codebook graphemes
act as prototype shapes representative for the types of shapes to be expected as a result
of handwriting segmentation.

3) Grapheme-usage PDF computation: one bin is allocated to every grapheme in
the codebook and a shape occurrence histogram is computed for every handwritten
sample. For every ink fraglet extracted from a sample after segmentation, the nearest
codebook grapheme g is found using Euclidean distance and this occurrence is counted
into the corresponding histogram bin. The histogram is normalized to a PDF p(g) that
acts as the writer descriptor used for identification and verification.

The perfect segmentation of individual characters in free-style script is still unachiev-
able and this represents a fundamental problem for handwriting recognition. Never-
theless, the ink fraglets generated by our imperfect segmentation procedure can still be
effectively used for writer identification. The essential idea is that the ensemble of these
simple graphemes still manages to capture the shape details of the allographs emitted
by the writer.

The nature of the proposed method does not consist in an exhaustive enumeration of
all possible allographic part shapes. Rather, the grapheme codebook spans up a shape
space by providing a set of nearest-neighbor attractors for the ink fraglets extracted
from a given handwritten sample. The occurrence PDF of these sub-allographic script
fragments constitutes a very effective feature for writer identification and verification.

5.5 Feature matching and fusion for writer identification
and verification

After the handwritten samples have been mapped onto features capturing writer in-
dividuality, an appropriate distance measure between the feature vectors is needed
to compute the (dis)similarity, in individual handwriting style, between any two cho-
sen samples. A large number of distance measures were tested in our experiments:
Minkowski up to order 5, χ2, Bhattacharya, Hausdorff. We will report however only on
the best performing ones.

For the PDF features (f1, f2, f3, f4, f5), the χ2 distance (Press et al. 1992) is used for
matching a query sample q and any other sample i from the database:

χ2
qi =

Ndims∑
n=1

(pqn − pin)2

pqn + pin

(5.2)

where p are entries in the PDF, n is the bin index and Ndims is the number of bins in the
PDF (the dimensionality of the feature). χ2 is a natural choice as a distance measure for
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the PDF features. Euclidean distance is used for the autocorrelation (f6).
Writer identification is performed using nearest-neighbor (Cover and Hart 1967) clas-

sification in a ”leave-one-out” strategy. For a query sample q, the distances to all the
other samples i 6= q are computed using a selected feature. Then all the samples i are
ordered in a sorted hit list with increasing distance to the query q (Press et al. 1992). Ide-
ally, the first ranked sample should be the pair sample produced by the same writer. If
one considers, not only the nearest neighbor (Top 1), but rather a longer list of neighbors
starting with the first and up to a chosen rank (e.g. Top 10), the chance of finding the
correct hit (the recall) increases with the list size. We point out that, in experiments, we
do not make a separation between a training set and a test set, all the data is in one suite.
This is actually a more difficult and realistic testing condition, with more distractors: not
1, but 2 per false writer and only one correct hit.

Writer verification, as all biometric verification tasks, can be perfectly placed into
the classical Neyman-Pearson framework of statistical decision theory (Neyman and
Pearson 1933). For writer verification, the distance ξ between two given handwriting
samples is computed using a chosen feature. Distances up to a predefined decision
threshold T are deemed sufficiently low for considering that the two samples have been
written by the same person. Beyond T , the samples are considered to have been written
by different persons. Two types of error are possible: falsely accepting (FA) that two
samples are written by the same person when in fact this is not true or falsely rejecting
(FR) that two samples are written by the same person when in fact this is the case. The
associated error rates are FAR and FRR. In a scenario in which a suspect must be found
in a stream of documents, FAR becomes false alarm rate, while FRR becomes miss rate.
These error rates can be empirically computed by integrating up-to / from the deci-
sion threshold T the probability distribution of distances between samples written by
the same person PS(ξ) and the probability distribution of distances between samples
written by different persons PD(ξ):

FAR =

∫ T

0

PD(ξ) dξ (5.3)

FRR =

∫ ∞

T

PS(ξ) dξ. (5.4)

By varying the threshold T a Receiver Operating Characteristic (ROC) curve is ob-
tained that illustrates the inevitable trade-off between the two error rates. The Equal
Error Rate (EER) corresponds to the point on the ROC curve where FAR = FRR and it
quantifies in a single number the writer verification performance.

The features considered in the present study are not totally orthogonal, but neverthe-
less they do offer different points of view on a handwritten sample. It is therefore nat-
ural to try to combine them for improving performance (Bulacu and Schomaker 2006),
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Figure 5.10: Feature combination scheme: the distances generated by the individual features are
averaged (using simple or weighted average) and the result is then used in writer identification
and verification.

this being the main focus of the present chapter of the thesis. In our feature combination
scheme, the final unique distance between any two handwritten samples is computed as
the average (simple or weighted average) of the distances due to the individual features
participating in the combination (see Fig. 5.10).

In feature combinations, Hamming distance performed best:

Hqi =
Ndims∑
n=1

|pqn − pin| (5.5)

The χ2 distance, due to the denominator (see eq. 5.2), gives more weight to the low
probability regions in the PDFs and maximizes performance for each individual feature.
On the other hand, Hamming distance generates comparable distance values for the
different PDF features and offers a common ground with slight advantages in feature
combinations.

The Bayesian framework underlying the feature combination scheme proposed here
entails two fundamental assumptions: features are independent and the probability of
two samples having been written by the same person assumes an exponential distri-
bution with respect to the distance between the two samples as generated by a chosen
feature PS(ξ) ∝ e−ξ/σ. The decay constants σ control the weights that different features
take on in the combination. While this basic probabilistic model will almost certainly
be violated in reality, experimental results show that significant performance improve-
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ments are nevertheless achievable by using the proposed feature combination method.
In a more general perspective, feature fusion for writer identification and verifi-

cation pertains to the broader theme of classifier combination (Kittler et al. 1998) or
multi-modal biometrics (Maltoni et al. 2003, Roli et al. 2002). Information can be com-
bined at three levels in the biometric identification or verification process: sensor fusion,
similarity-score fusion and decision-level fusion (Daugman 2000). Combining similarity
scores (”soft” fusion) seems to be the method of choice in multi-modal biometrics. This
is also confirmed in our experiments: we obtained the best feature fusion results by
combining the distances (or similarity scores) generated by the individual features.

5.6 Results

In this section of the chapter, we present our experimental results. The performance
measures used are the Top-1 and Top-10 identification rates and the Equal-Error-Rate
(EER) for verification. As explained in section 5.2 of this chapter, four datasets are
considered in the experimental evaluation (see Table 5.1): Firemaker uppercase (250
writers), Firemaker lowercase (250 writers), IAM (650 writers) and Large (900 writers
obtained by merging Firemaker lowercase and IAM datasets). All datasets contain 2
samples per writer and writer identification searches are performed in a ”leave-one-
out” manner. The shape codebook necessary for computing the grapheme occurrence
probability (feature f4) was built using part of the ImUnipen dataset (65 writers, 2 sam-
ples / writer, 41k bitmap patterns). This ensures a complete separation, at the level of
the writers, between the training and the testing data. For the results reported in this
section, we used a grapheme codebook generated by k-means clustering and containing
400 prototype shapes.

We are interested in a comparative performance analysis of the different features
across the four test datasets. We are also interested in the improvements in performance
obtained by combining multiple features. First we shall consider the individual features
and then their combinations.

5.6.1 Performances of individual features

Table 5.3 gives the writer identification and verification performance of the individual
features considered in this study. While there are important differences in performance
among the different features, it can be noticed that, for a chosen feature, performance
is consistent across the four experimental datasets. The best performer is the contour-
hinge PDF (f2) followed by the grapheme-emission PDF (f4).

The results obtained on Firemaker uppercase are comparable to those obtained on
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Firemaker lowercase. Although the amount of ink contained in the samples varies be-
tween the two datasets, this result is nevertheless interesting because, in our data, the
uppercase samples generally contain less handwriting than the lowercase ones. Similar
results were reported in Chapter 3 in experiments where the amount of ink in the sam-
ples was controlled (Bulacu and Schomaker 2003). These findings contradict the idea,
one might intuitively expect, that it is always easier to identify the author of lowercase
rather than uppercase handwriting. Naturally, the features used are sensitive to ma-
jor style variations and, in mixed searches (e.g. lowercase query sample / uppercase
dataset), performance is very low.

The writer identification performances obtained on Firemaker lowercase and IAM
are very similar, albeit the large difference in the number of writers contained in the
two datasets. This is probably due to differences in the writer distributions underlying
the two datasets. The Firemaker dataset was collected from a rather uniform population
in terms of age and education, predominantly Dutch students, and, as a consequence,
there is less variation in writing styles compared to the IAM dataset. Under these condi-
tions, when these two datasets are combined, only a slight decrease in writer identifica-
tion performance on the Large dataset is noticed. The dependence of the writer identi-
fication rate on number of writers contained in the dataset is discussed in the following
section of this chapter. For the size of the datasets used here, the writer identification
percentages are subject to a 3-4% confidence interval at a 95% confidence level.
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From the point of view of Fourier analysis, it is important to observe that the contour-
direction feature f1, encoding local phase information, performs much better than the
autocorrelation feature f6, encoding amplitude information. In computer vision, it is
commonly acknowledged that phase information is predominantly used for identifica-
tion, while amplitude information is generally used for recognition mainly due to the
shift-invariance of the power spectrum. Phase demodulation and phase-based repre-
sentations are pervasive in biometric identification (Daugman 1993, Jain et al. 1997).

Further more, the contour-angle combination features f2, f3h and f3v, based on lo-
cal phase correlations, deliver significant improvements in performance over the basic
directional PDF f1. This confirms the general principle that joint probability distribu-
tions do capture more information from the input signal. And, despite their higher
dimensionalities, reliable probability estimates can be obtained for the proposed joint
PDFs when a few handwritten text lines are available (usually more than three in our
datasets). An analysis of writer identification performance vs. amount of ink contained
in the samples is given in Chapter 2 (Bulacu et al. 2003).

The run length PDFs, despite having the worst performance among the echelon of
features selected in this study, in fact do perform better than a number of other known
writer identification features, e.g. entropy, wavelets (see (Schomaker and Bulacu 2004)
for a wide analysis).

In brief, our results show that the contour-based angle-combination PDFs (f2, f3h,
f3v) and the grapheme-emission PDF (f4) outperform the other features over the four
test datasets. They constitute the gist of our text-independent approach to writer iden-
tification and verification.

5.6.2 Performances of feature combinations

The features considered in this thesis capture different aspects of handwriting individ-
uality and operate at different levels of analysis and also at different scales. While our
features are not completely orthogonal, combining multiple features proves, neverthe-
less, to be beneficial. As stated previously, feature fusion is performed by distance aver-
aging. Assigning distinct weights to the different features participating in the combina-
tion yields only very small performance improvements as will be shown further. This
has lead us to prefer simplicity and robustness here and report the feature combination
results obtained by plain distance averaging.

The features studied here can be grouped into four broad categories (see Table 5.2):
contour-based directional PDFs (f1, f2, f3h, f3v), grapheme emission PDF (f4), run-length
PDFs (f5h, f5v) and autocorrelation (f6). We will analyze combinations of features within
and between these broad feature groups.
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First, we consider the natural combinations f3h with f3v and f5h with f5v (first two
rows of Table 5.4). Features f3 and f5 are therefore obtained by combining the two or-
thogonal directions of scanning the input image. Compared to their single horizontal or
vertical counterparts, the fused features perform markedly better and they will be used,
as such, in future combinations.

It is important to note that further combining directional features (f1 & f2, f1 & f3,
f2 & f3 or f1 & f2 & f3) did not produce extra improvements over the performance of
the best feature involved in the combination. Rather, the experimental results show that
improvements are obtained by combining features from different feature groups. In the
results given in Table 5.4, the combined performance exceeds the performances of all
individual features involved in the combination, with only one exception marked with
parenthesis. As can be noticed, the performance of feature combinations is generally
consistent over the four experimental datasets.

The best performing feature combinations fuse directional, grapheme and run-length
information yielding, on the Large dataset, writer identification rates of 85-87% Top-1
and 96% Top-10 with an EER around 3% for verification.

In Fig. 5.11a, we show the results obtained by considering a weighted combination
between features f2 and f4: d = (1 − λ)d2 + λd4, where λ is the mixing coefficient.
Similarly, in Fig. 5.11b, we consider the combination f3 and f4: d = (1−λ)d3 +λd4. Only
marginal improvements are attainable over the performance corresponding to simple
distance averaging at λ = 0.5. These results are, in fact, representative for extensive
weight optimization tests carried on different feature combinations and generating, in
the end, very small overall additional performance improvements.

Such a direct feature combination by simple distance averaging is possible in our
case because the fused features are PDFs (that sum up to 1) and, for a chosen pair of
samples, the Hamming distances produced by the different features lie roughly within
the same range. The only exception is autocorrelation feature f6 which requires weight-
ing with respect to the other features. This has lead, however, only to minor additional
improvements in performance, only about 1% increase in Top-1 identification rate.

We mention that we replaced the linear distance combiner with an SVM (Joachims
1999, Burges 1998, Cristianini and Shawe-Taylor 2000) trained for writer verification.
The output of the SVM, i.e. the distance to the separating hyperplane in the space in-
duced by the kernel function, was used for writer identification (ordering the samples
with increasing distance) and writer verification (decision same / different writer). The
linear kernel outperformed the other general-purpose kernels (polynomial, radial basis,
sigmoid). However, the experimental results were rather dismal, not justifying, in our
view, the increase in system complexity and computation time.

We also experimented with Borda rank combination schemes in Chapter 3 with only
marginal performance improvements (Bulacu and Schomaker 2003).
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Figure 5.11: Writer identification and verification performance on the Large dataset for a
weighted combination of features a) f2 and f4, b) f3 and f4. Only marginal improvements are
obtainable over the performance levels of the simple average combination represented by the
horizontal lines and corresponding to a mixing coefficient λ = 0.5.

Fig. 5.12 gives a graphical overview of the writer identification results on the Large
dataset for individual features and for the best performing feature combination. The
Top-1 and Top-10 recall rates were used as anchor points in reporting the numerical
results from tables 5.3 and 5.4. Fig. 5.13 gives the writer verification ROC curves. In
our case, the EER values are sufficiently descriptive, as a performance measure, for the
whole profile of the corresponding ROC curves.
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Figure 5.12: Writer identification performance as a function of hit list size. The results were
obtained on the Large dataset containing 900 writers, 2 samples per writer.

5.7 Discussion

The analyzed features are not complete: feature extraction is a lossy operation and thus
starting from the feature values, a total reconstruction of the input handwriting image
is not possible. On the other hand, this is also not desirable, as we are interested in
text-independent methods for writer identification and verification. Our features used
to encode individual handwriting style are independent of the textual content of the
handwritten sample. The handwriting is merely seen as a texture characterized by joint
directional probability distributions or as a simple stochastic shape-emission process
characterized by a grapheme occurrence probability.

The directional PDFs (f1, f2, f3) operate at the scale of the ink-trace width and im-
plement a local phase analysis yielding results that are significantly better than those
of the autocorrelation feature (f6) capturing amplitude information. The writer-specific
shape-emission PDF (f4) operates at the scale of characters. Combining information
across multiple scales by feature fusion results in sizeable performance improvements.
The presented fusion method based on simple distance averaging diminishes the risk
of a biased solution, while capturing most of the achievable increases in writer identifi-
cation and verification performance.
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Figure 5.13: Writer verification ROC curves obtained on the Large dataset containing 900 writ-
ers, 2 samples per writer. The EER operational points lie on the dotted diagonal.

Similar to the previous chapter, we accomplished a more in-depth analysis of the
performance of our allograph-level method on the Large dataset. The computation of
feature f4 depends on two important issues: the size of the shape codebook and the
clustering algorithm used to generate the codebook. We have run large-scale computa-
tional experiments to compare three clustering methods over a large range of codebook
sizes: k-means, Kohonen SOM 1D and 2D. Figures 4.1, 4.2 and 4.3 show examples of
shape codebooks that have been generated by the three clustering methods. Figure 5.9
shows examples of codebooks of increasing size generated by k-means clustering.

In the experiments, the number of clusters used was varied from 9 (3x3) to 2500
(50x50). A number of 200 epochs have been used for training the Kohonen SOMs. Com-
putations have been run on a Beowulf high-performance Linux cluster with 1.7GHz /
0.5GB nodes. Training times for codebooks of size 400: k-means - 1 hrs, ksom1D - 10
hrs, ksom2D - 17 hrs. Computation times for the grapheme emission PDF on codebooks
of size 400: k-means - 0.5 s / sample, ksom1D - 1.5 s / sample, ksom2D - 3.1 s / sample.
These computation times were obtained using the ’gcc’ compiler with optimization for
single-precision floating-point calculations.

The results obtained on the Large dataset confirm our previous findings from Chap-
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Figure 5.14: Performance vs. clustering method and codebook size for the grapheme-based
writer identification and verification method (feature f4) on the Large dataset.

ter 4. Fig. 5.14 shows that the same performance is achieved by all three clustering
methods and that performance is stable over the range of codebook sizes covered in the
experiments. Writer identification rates (Top-1 and Top-10) reach a plateau for code-
book sizes larger than about 100 (10x10) shapes. The writer verification EER reaches a
minimum of about 4% for a codebook size of 100 and increases to about 7% for larger
codebooks.

These results can be explained considering that, as the codebook size increases, it
contains a larger variety of shapes and therefore becomes more discriminatory between
writers, with the inevitable drawback that PDF estimation becomes more difficult given
the limited amount of handwriting present in our samples. As observed also previ-
ously in the experiments reported in Chapter 4, the increase in the EER is probably
due to the fact that, for larger codebooks, the dimensionality of the grapheme emission
PDFs increases and consequently a unique decision threshold is no longer appropriate
for all the sample-to-sample distances used in writer verification. The writer verifica-
tion system commits to a global decision threshold before actually being confronted
with the two samples that must be compared. An individualized threshold would be
required, taking into account the within-writer variability specific to the two samples
being matched in a chosen writer verification trial. However, considering the limited
amount of handwritten material contained in our samples, estimating this within-writer
variability is a difficult problem that requires further research. It is important to observe
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Figure 5.15: Top-1 identification rate vs. number of writers contained in the test. For every
size of the writer set, the results were averaged over fifty random draws from the Large dataset.
For the complete dataset (1800 samples by 900 writers), the writer identification percentages are
subject to a ±3% confidence interval at a 95% confidence level.

that the described dimensionality problem does not significantly affect the writer identi-
fication performance because the query sample constitutes a vantage point with respect
to which the distance rankings of the other samples remain essentially stable with the
increase in codebook size. Similar results were found also on the other test datasets in
the previous chapter (Bulacu and Schomaker 2005a).

The results reported for the grapheme-emission PDF (feature f4) in the previous sec-
tions of the chapter were obtained using a codebook generated by k-means clustering
and containing 400 graphemes, which was chosen as an anchor point. The grapheme
codebook is obtained much faster using k-means instead of Kohonen training.

The grapheme codebook spans up the shape space of the possible allographic parts
encountered in handwritten samples as a result of the ink segmentation procedure. The
three clustering methods considered here seem to perform equally well the task of se-
lecting representative graphemes adequate for constructing a shape-occurrence PDF in-
formative about the writer identity.

We can confidently conclude that the proposed allograph-level method is robust to
the underlying shape representation used (whether contours or normalized bitmaps),
to the size of codebook used (stable performance for sizes from 102 to 2.5 × 103) and to
the clustering method used to generate the codebook (essentially the same performance
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was obtained for k-means, ksom1D and ksom2D).
In order to complete our study, another necessary analysis was carried out evalu-

ating how the identification performance (Top-1 and Top-10) depends on the number
of writers contained in the test dataset. We determined this relationship by experiment
using the Large dataset: for each size of the writer set (up to 900 writers), fifty iden-
tification tests were performed on random selections of writers and the results were
averaged. Fig. 5.15 shows the Top-1 identification rate as a function of the number of
writers for individual features and for the feature combination f2 & f4 & f5. Naturally,
the identification rate decreases as the number of writers grows. However, the decline
is not severe. In the range studied, for the best performing feature combination f2 & f4
& f5, we observe that the Top-1 identification rate drops by approx. 2-3% for every dou-
bling of the number of writers in the dataset. Our writer identification system shows
usable performance for 103 writer sets. Undoubtedly, further experiments with larger
numbers of writers are needed in order to approach the 104 scale of the actual forensic
databases.

The writer identification experiments reported in this thesis always involved two
samples per writer: one was used as the query, while the other one represented the
correct hit that the system was supposed to find in the database. Having more samples
per writer enrolled in the database, increases the chance of finding in the top positions
of the hit list the correct author for a given query. We have run writer identification
tests on the original IAM database that included at least 3 samples per writer for about
a quarter of the total of 650 writers incorporated in the set. For the best performing
feature combination f2 & f4 & f5, we obtained writer identification rates of Top-1 92%
and Top-10 98%. These values exceed the identification rates obtained on our modified
IAM set that always contained only two samples per writer (see Table 5.4).

In another study performed on a subset comprising 100 writers from the Firemaker
dataset, our methods largely outperformed two actual systems used in current forensic
practice (Schomaker and Bulacu 2004). The use of automatic and computation-intensive
approaches in this application domain will allow for massive search in large databases,
with less human intervention than is current practice. By reducing the size of a tar-
get set of writers, detailed manual and microscopic forensic analysis becomes feasible.
In the foreseeable future, the toolbox of the forensic expert will have been thoroughly
modernized and extended. Part of our directional texture-level features have already
been included in real-life applications.

It is important to note that the methods described in this thesis are equally applicable
to handwriting as well as machine print: writer identification vs. font identification
(e.g. for OCR). Besides the forensic field, interesting potential applications are in the
domain of historic document analysis: identification of scribes or manuscript dating
on medieval handwritten documents or identification of the printing house on historic
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prints. Furthermore, writer identification may be used in handwriting recognition as a
preprocessing step allowing the use of dedicated recognizers specialized to one writer
or to a limit group of writers with similar handwriting styles.

5.8 Conclusions

The writer identification and verification methods described in this thesis exploit two
essential sources of behavioral information regarding handwriting individuality. Firstly,
habitual pen grip and preferred writing slant and curvature are reflected in the di-
rectional texture-level features that operate in the angular domain at the scale of the
ink-trace width. Secondly, the personalized set of allographs that each person uses in
writing is captured by the grapheme occurrence probability. This feature works in the
Cartesian domain at the scale of the character shapes.

The proposed features are probability distributions extracted from the handwriting
images and offer a text-independent and robust characterization of individual hand-
writing style. They have practical feasibility and they are applicable to free-style hand-
writing, both cursive and isolated. Combining texture-level and allograph-level fea-
tures yields very high writer identification and verification performance, with usable
rates for datasets containing 103 writers.

The challenge is to integrate the recent developments in this field of behavioral bio-
metrics into the real writer identification systems of the future.



Chapter 6

Concluding the thesis

It is your work in life that is the ultimate seduction.

Pablo Picasso

6.1 Summary and Contributions

There are two fundamental dogmas underpinning handwriting identification. Their
clear-cut statements are as follows:

• No two people write exactly alike.

• No one person writes exactly the same way twice.

These two principles, albeit oversimplified and disputable, unequivocally highlight
the two natural factors that are in direct conflict in the attempt to identify a person
based on samples of handwriting: between-writer variation as opposed to within-writer
variability.

Our goal in this thesis was to automate the process of writer identification using
scanned images of handwriting and thereby to provide a computer analysis of hand-
writing individuality. In this endeavor, a third computational factor takes center stage:
the design and use of appropriate representations, computable features capturing the writ-
ing style of a person from the scanned handwritten samples. The power of such a rep-
resentation or feature relies in its ability to maximize the separation between different
writers, while remaining stable over samples produced by the same writer. We present
in this thesis novel and very effective features for automatic writer identification on the
basis of scanned images of handwriting. The similarity in handwriting style between
any two samples is computed by using appropriate distance measures between their
corresponding feature vectors. Our features and writer classification operate in the gen-
eral framework of statistical pattern recognition (Duda et al. 2001, Jain et al. 2000).

Two fundamental sources of information regarding the individuality of handwriting
are exploited by our methods functioning at two levels of analysis. First, handwriting
slant, curvature and roundness, as determined by habitual pen grip, are captured by
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joint directional probability distributions operating at the texture level. Second, the
personalized set of letter shapes, called allographs, that a writer has learned to use un-
der educational, cultural and memetic influences is captured by a grapheme-emission
probability distribution operating at the character level. Combining texture-level and
allograph-level features provides a very intimate and comprehensive characterization
of the individual handwriting style of a person. Our methods achieved very high writer
identification and verification performance in extensive tests carried out using large
datasets with handwriting samples collected from up to 900 subjects.

In our methods, writer individuality is robustly encoded using probability distri-
bution functions extracted from handwritten text blocks. There are two distinguishing
characteristics of our approach: human intervention is minimized in the writer identifi-
cation process and we encode individual handwriting style using features designed to
be independent of the textual content of the handwritten samples. In our methods the
computer is completely agnostic of the actual text written in the samples. The hand-
writing is merely seen as a texture characterized by some directional probability distri-
butions or as a simple stochastic shape-emission process characterized by a grapheme
occurrence probability distribution. Our techniques have practical feasibility and hold
the potential of concrete use in real applications.

Chapter 1 of the thesis introduces writer identification as a behavioral biometric
modality and presents the fundamental genetic and cultural factors causing the indi-
viduality of handwriting. The task of writer identification is equivalent to answering the
question: ”Who wrote this sample?” A writer identification system performs a one-to-
many search in a large database with samples of known authorship and returns a likely
list of candidates containing the handwritings most similar to the questioned one. The
hit list is further scrutinized by a human expert. The task of writer verification is equiva-
lent to answering the question: ”Were these two samples written by the same person?”
A one-to-one comparison is performed and an automatic yes / no decision is taken.
In the introductory chapter, a connection is also drawn between writer identification
and the related, but much broader, field of handwriting recognition. In handwriting
recognition, the variations between different handwritings must be eliminated to ob-
tain invariance and generalization. In writer identification, on the contrary, these same
variations must be enhanced to obtain writer specificity and discrimination. Further in
Chapter 1, a survey of recent publications in the field makes clear the distinction be-
tween text-dependent versus text-independent approaches and provides the necessary
context in which to place our own research work.

The thesis then shows the progression of our writer identification research from low
level textural features to higher level allographic features. The thesis is divided into two
main parts. Chapter 2 and Chapter 3 describe our texture-level approach. Chapter 4 and
Chapter 5 present our allograph-level approach and the fusion method used to combine
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textural and allographic features for improved writer identification performance.
Chapter 2 shows that using the orientation of short fragments of edges along the

written trace provides the basis for building several directional probability distribu-
tions that are very effective features for writer identification. The first angular feature
constructed using oriented edge fragments is the edge-direction distribution, a clas-
sically known descriptor for writer identification. The mode of this distribution, i.e.
the dominant direction in the script, corresponds to the slant of handwriting, which
is a stable personal trait and a discriminatory characteristic between different writers.
We propose further a new and potent method that considers the angle combinations
of two ”hinged” edge fragments and builds a joint directional probability distribution
that simultaneously encodes both orientation and curvature information. This novel
”edge-hinge” feature is a bivariate probability function that delivers a very significant
improvement in writer identification and performance over the simple edge-angle dis-
tribution. The edge-based directional distributions, as a group of related features, out-
perform a number of non-angular features (run-length distributions, autocorrelation,
entropy). Reducing the amount of ink in the test samples leads to an overall decrease
in performance for all features, but the performance standings of the different features
with respect to each other remain the same.

Chapter 3 carries on the idea of using the directionality of the script as an effective
source of information for text-independent writer identification. And another new and
strong feature is designed that considers the edge-angle combinations co-occurring at
the extremities of run-lengths. Further performance improvements are obtained by in-
corporating also location information into the basic features. This is achieved by extract-
ing two probability distributions separately from the top and bottom halves of text lines
and then adjoining the two feature vectors. The asymmetry between to top and bottom
distributions provides extra information regarding writer identity. The experimental
study is performed as a comparison between lowercase and uppercase handwriting on
test samples containing controlled amounts of ink. We obtain similar writer identifica-
tion performance for lowercase and uppercase handwriting for the battery of features
considered in the analysis.

Chapter 4 introduces our allograph-level method for writer identification and veri-
fication. This theoretically founded approach assumes that each writer is characterized
by the occurrence probability of elementary shapes from a common shape codebook.
These elementary shapes, or graphemes, are obtained by applying a heuristic segmenta-
tion procedure on the written ink. The common shape codebook is generated by cluster-
ing the set of graphemes extracted from the handwritings of a sufficiently large number
of writers, kept separate from those used in identification and verification tests. The
graphemes resulting from handwriting segmentation may, but usually will not, over-
lap a complete character. This is a fundamental problem for handwriting recognition.
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Nevertheless, the ensemble of these sub- or supra-allographic shapes is very descrip-
tive about the identity of the writer who generated them. And therefore is very ef-
fective in writer identification. In large scale computational experiments, we compare
three clustering algorithms used for generating the common grapheme codebook: k-
means, Kohonen Self-Organizing Maps 1D and 2D. The results prove the robustness of
the proposed allograph-level writer identification method: similar good performance is
obtained for all three clustering algorithms over a large range of codebook sizes.

Chapter 5 performs an extensive analysis of feature combinations. It is natural to
try to combine the proposed features for improving the performance and robustness of
our writer identification and verification system: while not totally orthogonal, the dif-
ferent features do offer different points of view on a handwritten sample and operate
at different levels of analysis and also at different scales. In our fusion scheme, the fi-
nal unique distance between two handwritten samples is computed as the average of
the distances due to the individual features participating in the combination. In this
chapter, more efficient algorithms are proposed for computing the directional features
using contours, rather than edges. The functioning of the considered features is also
put in an overall Fourier perspective that better explains also their relative performance
merits. The evaluation experiments are extended to bigger datasets. The largest dataset
comprises 900 writers and is comparable in size to the largest dataset used in writer
identification studies until the present. The experimental results, consistent across the
different test datasets, show that fusing multiple features yields increased writer iden-
tification and verification performance. The best performing feature combinations fuse
directional, grapheme and run-length information yielding, on the large dataset con-
taining 900 subjects, writer identification rates of Top-1 85-87% and Top-10 96% with an
error rate around 3% in verification.

Chapter 6 concludes the thesis and Appendix A presents an HTML-based visual-
ization tool developed with the purpose of visually assessing our writer identification
and verification system called GRAWIS, an acronym from Groningen Automatic Writer
Identification System.

The present thesis analyzes in depth the algorithmic aspects of automatic writer
identification and verification. The proposed text-independent methods have possible
impact in forensic science: they allow the search in a large dataset with handwritten
samples with the retrieval of only those documents that pictorially look similar to the
query in terms of handwriting style. In this way, the hit list containing the likely can-
didates is reduced to a size than can be analyzed in detail by the forensic expert to fi-
nally establish the writer identity for the questioned document. Part of the texture-level
methods described in this thesis have already been used in a concrete industrial set-
ting. Nevertheless, the wider application beyond the realm of academic research of our
writer identification and verification techniques still remains a challenge for the future.
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6.2 Further research directions

Considered in the general context of biometrics, automatic writer identification and ver-
ification is presently a thriving research topic. It is also a very engaging one. Here we
sketch a number of further research ideas.

The writer identification methods presented in this thesis require the separation of
the ink from the background of the document (image binarization). They also require
the separation of handwriting from other graphical objects that might be present also in
the document (layout analysis). Our academic datasets did not exhibit the full range of
problems that must be solved in a complete document analysis and recognition system.
A more extended examination is therefore needed of the document processing steps
preceding feature extraction for writer identification and verification.

It is important to observe that the full variability of a person’s handwriting (within-
writer variability) is not completely exposed in our datasets. For example, the long term
changes occurring over years in the handwriting of an individual would require longi-
tudinal studies.

While the writer identification and verification techniques presented in this thesis
make extensive use of probabilities, our approach is not manifestly Bayesian. Neverthe-
less, our methods can be cast into a Bayesian framework and a more extensive analysis
along this line is needed. Regarding the adoption of a Bayesian approach to writer iden-
tification and verification in the forensic application domain, a word of caution must be
said about using prior probabilities: a maximum likelihood (ML) solution that ignores
priors and rests on the shape evidence alone might be preferable to a full maximum
a posteriori (MAP) solution. Weighting the shape evidence results with priors is con-
sidered to take place outside the scope of the current research. In this thesis, within
the context of feature combinations presented in Chapter 5, we discussed the underly-
ing Bayesian feature fusion model. Throughout most of our work however, we used
vectorial representations and distances, rather than probability multiplication. During
our research, the methods were developed using explanations and encodings that were
close to the actual physical meaning of the features and the intuitive interpretation of the
information they convey about the specific handwriting style of an individual (Bulacu
and Schomaker 2007).

The experimental studies presented in this thesis were performed on Western script.
Considering that our techniques are fairly generic and text-independent, their applica-
bility to other scripts, e.g. Chinese, Arabic, Indian, is a pertinent and interesting research
question.

In this thesis, we have designed and evaluated a number of writer identification
features belonging to the category of fully automatic features computed from a region of
interest (i.e. a handwritten text block) in the image. In forensic praxis, two other cat-
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egories of features derived from scanned samples are additionally used: interactively
measured features by human experts using a dedicated graphical user-interface tool and
character-based features related to the allograph subset that is being generated by each
writer and requiring human work to isolate and label individual handwritten char-
acters. Further exploration is required of the text-dependent methods, applicable for
samples containing very limited amounts of handwriting, where probability estimation
becomes unreliable. A performance comparison between the automatic features and the
features requiring human involvement is still a fundamental open problem. This rep-
resents, in fact, the main topic of a new project, called Trigraph and financed by NWO,
that will continue our research in the area of writer identification and verification.

Automatic writer identification can be applied to historical documents (Schomaker
et al. 2007). While recognizing the actual text content of the documents is clearly more
worthwhile, the identification of the writer can nevertheless have a degree of relevance
in historical studies of paleography and codicology. Our methods are equally appli-
cable to handwriting and machine print, writer identification versus font identifica-
tion. Automatic script identification on historical documents would, in principle, open
a number of interesting possibilities. It would allow to identify the scribe in case of
handwritten documents or identify the printing house in case of machine printed docu-
ments. This would allow for automatic manuscript dating and/or authentication. Also,
manuscript indexing and retrieval based on script style (graphical, rather than textual
content) would become possible. Different types of calligraphy with their correspond-
ing historical period could also be identified in a collection of documents. Because it
provides some form of content enrichment, automatic script identification on historical
documents might become a useful tool for the historian. This topic, placed at the con-
fluence between computer science and humanities, can be a rewarding future research
direction.
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Appendix A
GRAWIS: Groningen Automatic Writer

Identification System

Teach yourself programming in 10 years.

Peter Norvig

Abstract

In this appendix, we present an HTML-based visualization tool that we built in order to be
able to directly see and assess the results generated by our writer identification and verifica-
tion software.

A.1 Introduction

Research in writer identification and verification received renewed interest in recent
years, stimulated also by 9/11 and the anthrax letters. Our work has been per-

formed in the framework of the Wanda project financed by Fraunhofer Institute, Berlin.
In the future, the Trigraph project, financed by NWO, will continue and extend the re-
search on this topic.

We use textural and allographic features to characterize individual handwriting style
independently of the textual (ASCII) content of the handwritten samples (Bulacu and
Schomaker 2004). Our experimental evaluations were performed on several large data-
sets with consistently good results. In writer identification searches, all the samples in the
test dataset are ordered with increasing distance from the query sample. In writer veri-
fication trials, if the distance between two chosen samples is smaller than a predefined
threshold, the samples are deemed to have been written by the same person. Otherwise,
the samples are considered to have been written by different writers.

A.2 Visualization tool

Besides the empirically measured accuracy percentages or error rates on the experi-
mental datasets, a subjective evaluation of the performance is always an important
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component in the development and the final assessment of any pattern recognition sys-
tem. We built an HTML-based visualization tool to directly see the results generated by
our writer identification and verification system, dubbed GRAWIS for Groningen Au-
tomatic Writer Identification System (Bulacu and Schomaker 2005b). After feature ex-
traction and feature matching, our programs generate HTML files containing numerical
results (distances, ranks, identity codes, thresholds) and hyperlinks to the scanned sam-
ples. A web browser can then be used to visualize these HTML files. This HTML-based
approach allows a quick development of the visualization tool without the considerable
programming effort needed to construct a complete graphical user interface.

A.3 Examples of writer identification hit lists

Figures A.1, A.2, A.3, A.4 and A.5 show five examples of hit lists generated by our sys-
tem. For a chosen query sample, writer identification searches can be run using a battery
of different features or feature combinations. Every sample from a hit list can in turn
become the query and this allows a very handy navigation in the space of individual
handwriting styles. Fig. A.1 shows a hit list generated by feature f5 (the combination
of horizontal and vertical run-length PDFs - see Table 5.2) applied on the Large dataset
(900 writers, 2 samples per writer, lowercase handwriting - see Table 5.1). The query
sample is placed at the top-center and the correct hit (the pair sample written by the
same writer) is in position 5. A rather heterogeneous handwriting style is noticeable
across the retrieved samples. Fig. A.2 shows a successful hit list generated by the best
performing feature combination f2 & f4 & f5 (contour-hinge PDF & grapheme-emission
PDF & run-length PDFs) for the same query sample. The correct hit is now in posi-
tion 1 and the handwriting style is homogeneous across the hit list. Fig. A.3 shows
another successful hit list generated by f2 & f4 & f5 for a different query. Figures A.4
and A.5 show hit lists generated by the contour-hinge feature f2 applied on the Fire-
maker dataset (250 writers, 2 samples per writer, lowercase and uppercase handwriting
respectively).

A.4 Examples of writer verification errors

It is also interesting to see the writer verification errors produced by GRAWIS and to
visually judge the resemblance between the handwritings being compared. Fig. A.6
shows two examples of false reject errors. Fig. A.7 shows two examples of false ac-
cept error. These examples were selected to illustrate very problematic cases where the
within-writer variability arguably exceeds the between-writer variability, at the fringes of
Bayes error rate in writer verification.
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Figure A.1: Writer identification hit list generated by the moderately performing feature f5 (com-
bined horizontal and vertical run-length PDFs) on the Large dataset (900 writers, 2 samples per
writer, lowercase handwriting). The query sample is in the top-center position and the correct
hit is on rank 5 (marked with a darker frame). The handwriting style is heterogeneous across
the hit list.
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Figure A.2: A successful writer identification search using the best performing feature combi-
nation f2 & f4 & f5 (contour-hinge PDF & grapheme-emission PDF & run-length PDFs) for the
same query sample as in Fig. A.1. The best-matching sample (rank 1) was written by the same
writer. A uniform handwriting style can be observed across the query sample and at the top of
the hit list.
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Figure A.3: Another successful writer identification search on the Large dataset using the best
performing feature combination f2 & f4 & f5 for a different query sample.
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Figure A.4: A successful writer identification search using the best performing individual fea-
ture f2 (contour-hinge PDF) on the Firemaker lowercase dataset (250 writers, 2 samples per
writer). The correct hit is in the first position and the handwriting style is uniform across the hit
list.
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Figure A.5: A successful writer identification search using the best performing individual fea-
ture f2 on the Firemaker uppercase dataset.
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a)

b)
Figure A.6: Two examples - a) and b) - of false reject errors in writer verification: the two samples
were written by the same person, but the system wrongly decided the opposite.
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a)

b)
Figure A.7: Two examples - a) and b) - of false accept errors in writer verification: the two samples
were written by different persons, but the system wrongly decided the opposite.
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Franke, K. and Köppen, M.: 2001, A computer-based system to support forensic studies on hand-
written documents, International Journal on Document Analysis and Recognition 3(4), 218–231.

Gulcher, J., Jonsson, P., Kong, A. and et al.: 1997, Mapping of a familial essential tremor gene,
fet1, to chromosome 3q13, Nature Genetics 17(1), 84–87.

Gunter, S. and Bunke, H.: 2004, HMM-based handwritten word recognition: on the optimization
of the number of states, training iteration and Gaussian components, Pattern Recognition
37, 2069–2079.

Guyon, I., Schomaker, L., Plamondon, R., Liberman, R. and Janet, S.: 1994, UNIPEN project
of on-line data exchange and recognizer benchmarks, Proc. of 12th ICPR, Jerusalem, Israel,
pp. 29–33.

Hertel, C. and Bunke, H.: 2003, A set of novel features for writer identification, Proc. of 4th Int.
Conf. on Audio- and Video-Based Biometric Person Authentication (AVBPA 2003), Guildford,
UK, pp. 679–687.

Huber, R. A. and Headrick, A.: 1999, Handwriting Identification: Facts and Fundamentals, CRC
Press, Boca Raton.

Jaeger, S., Manke, S., Reichert, J. and Waibel, A.: 2001, On-line handwriting recognition: the
NPen++ recognizer, International Journal on Document Analysis and Recognition 3(3), 169–180.

Jain, A. K., Duin, R. and Mao, J.: 2000, Statistical pattern recognition: a review, IEEE Transactions
on Pattern Analysis and Machine Intelligence 22(1), 4–37.

Jain, A. K., Hong, L. and Bolle, R.: 1997, On-line fingerprint verification, IEEE Transactions on
Pattern Analysis and Machine Intelligence 19(4), 302–314.

Jean, G.: 1997, Writing: The story of alphabets and scripts, Thames and Hudson Ltd., London.

Joachims, T.: 1999, Making large-scale SVM learning practical, in B. Scholkopf, C. Burges and
A. Smola (eds), Advances in Kernel Methods - Support Vector Learning, MIT Press.

Kittler, J., Hatef, M., Duin, R. and Matas, J.: 1998, On combining classifiers, IEEE Transactions on
Pattern Analysis and Machine Intelligence 20(3), 226–239.

Klement, V.: 1981, Forensic writer recognition, in J. Simon and R. Haralick (eds), Proc. NATO
Adv. Stud. Inst., pp. 519–524.

Klement, V.: 1983, An application system for the computer-assisted identification of handwrit-
ing, Proc. Int. Carnahan Conf. on Security Technol., Zurich, Switzerland, pp. 75–79.



BIBLIOGRAPHY 121

Klement, V., Steinke, K. and Naske, R.: 1980, The application of image processing and pattern
recognition techniques to the forensic analysis of handwriting, Proc. 1980 Int. Conf. Security
through Sci. Engin., West Berlin, Germany, pp. 5–11.

Koerich, A., Sabourin, R. and Suen, C.: 2003, Large vocabulary off-line handwriting recognition:
a survey, Pattern Anal. Applic. 6, 97–121.

Kohonen, T.: 1988, Self-Organization and Associative Memory, second edn, Springer Verlag, Berlin.

Kondo, S. and Attachoo, B.: 1986, Model of handwriting process and its analysis, Proc. ICPR,
pp. 562–565.
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Samenvatting

Information is physical.

Rolf Landauer

Dit proefschrift is een exercitie in het ontwikkelen van methoden voor het identificeren van
schrijvers op basis van schriftkenmerken. Aan schrijveridentificatie liggen twee principes

ten grondslag.

• Er zijn geen twee personen die exact hetzelfde schrijven.

• Niemand schrijft een zelfde tekst tweemaal exact hetzelfde.

Hoewel dit uitgangspunt ongenuanceerd en betwistbaar is, blijftstaan dat er twee natuur-
lijke factoren in conflict zijn bij een poging om een persoon te identificeren op basis van handge-
schreven documenten, namelijk, (1) de variatie in schrijfvormen tussen verschillende schrijvers
(2) de variabiliteit van het schrift binnen een schrijver. Het doel van het onderzoek in dit proef-
schrift is om het proces van schrijveridentificatie te automatiseren met gescande afbeeldingen
van handschrift, uitgaande van minimale menselijke tussenkomst. Hiertoe is het nodig om de
individualiteit van handschrift met behulp van een computer vast te stellen. Dit brengt ons op
een derde aspect van het onderzoek, het ontwerp en gebruik van geschikte representaties, d.w.z.,
berekenbare kenmerken die de schrijfstijl van een persoon vatten uit het ’gescande’ beeld van
handgeschreven documenten. De kracht van een dergelijk kenmerk (Engels: ’feature’) wordt
bepaald door zijn vermogen om het onderscheid tussen verschillende schrijvers te maximalise-
ren en tegelijkertijd de verschillen tussen het schriftmonsters van dezelfde schrijver te negeren.
In dit proefschrift worden nieuwe en zeer effectieve kenmerken gepresenteerd voor de au-
tomatische schrijveridentificatie op basis van schriftmonsters. De overeenkomst in schrijfstijl
tussen twee willekeurige manuscripten wordt berekend met een geschikte afstandsmaat voor
de gekozen kenmerken. De gehanteerde methoden vallen binnen het raamwerk van de statis-
tische patroonherkenning (Duda et al. 2001, Jain et al. 2000).

Bij de keuze van informatieve fundamentele kenmerken van schrift worden twee facetten
van het schrijven genomen, elk op een eigen niveau van analyse. Ten eerste zijn er de schuinheid,
kromming en rondheid van het schrift die in hoge mate bepaald worden door de habituele pen-
greep. Deze vormkenmerken worden berekend door samengestelde kansdichtheidverdelingen
van richtingen in de textuur van het schriftbeeld. Ten tweede bestaat er een gepersonaliseerde
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verzameling van lettervormen, allografen genaamd, die een schrijver geleerd heeft te gebruiken
onder invloed van genoten onderwijs, cultuur en memetische (nabootsende) processen. Om
de gebruikte vormen in de letters van een schrijfstijl te karakteriseren wordt gebruik gemaakt
van een stochastisch grafeem-emissie model. Hierbij wordt er van uitgegaan dat de schrijver
letters vormt door het plaatsen van stijlspecifieke vormelementen (glyfen). Het combineren
van de textuur- en allograafgebaseerde kenmerken voorziet in een zeer nauwkeurige en uitvoe-
rige karakterisering van de individuele schriftstijl van een persoon. De ontwikkelde methoden
presteerden zeer goed bij schrijveridentificatie (het zoeken van de juiste schrijver van een betwist
document in een verzameling documenten van bekende oorsprong) en bij schrijververificatie
(het geven van een gelijkenisoordeel, gegeven een betwist en een bekend schriftmonster van
een schrijver). Hierbij zijn uitgebreide tests met verzamelingen handgeschreven documenten
uitgevoerd, in schrijversgroepen tot 900 proefpersonen.

In onze methoden wordt een individuele schriftstijl robuust gerepresenteerd middels kans-
verdelingsfuncties die uit het schriftbeeld worden afgeleid. Deze benadering heeft twee karak-
teristieke eigenschappen: in het proces van schrijveridentificatiewordt menselijke tussenkomst
geminimaliseerd en de individuele schriftstijl wordt zoveel mogelijk onafhankelijk van de tek-
stuele inhoud geëncodeerd. In feite is de computer ’onwetend’ met betrekking tot de inhoud
van het geschrevene. De ontwikkelde algoritmen hebben het potentiëel om ingezet te worden
in reële toepassingen. De structuur van het proefschrift is als volgt. Na een inleidend hoofdstuk
1 behandelen de hoofdstukken 2 en 3 de textuurgebaseerde kenmerken. De hoofdstukken 4 en 5
behandelen de allograafgebaseerde methode alsmede een combinatiemethode voor textuur- en
allograafkenmerken om te komen tot verbeterde systeemprestaties.

Hoofdstuk 1 van het proefschrift introduceert schrijveridentificatie als een voorbeeld van een
’behavioral biometric’, een gedragsgebaseerde biometriek en geeft een overzicht over mogelijke
fundamentele genetische en culturele factoren die de individualiteit van schrift bepalen. De taak
van schrijveridentificatie komt overeen met de vraag: ”Wie heeft dit document geschreven?”.
Een systeem voor schrijveridentificatie zoekt aan de hand van een betwist document in een
groot bestand met documenten waarvan de identiteit van de schrijver bekend is en geeft ver-
volgens een lijst terug met kandidaten, gesorteerd op gelijkenis met het betwist document.
Deze lijst wordt vervolgens geı̈specteerd door een menselijke (forensische) expert. Een sys-
teem voor schrij-ververificatie beantwoordt de vraag: ”Zijn deze twee documenten geschreven
door dezelfde persoon?”. Twee documenten worden één op één vergeleken en een beslissing
”gelijk”/”ongelijk” wordt automatisch genomen. Verder wordt in dit inleidende hoofdstuk een
verband gelegd met het gerelateerde en veel bredere gebied van de handschriftherkenning. Bij
automatische schriftherkenning moeten de variaties in schriftstijl worden geëlimineerd door ge-
bruik te maken van invariante kenmerken die goed generaliseren over verschillende lettervor-
men uit het schrift. Bij schrijveridentificatie moet het contrast tussen verschillende lettervariaties
juist versterkt worden om schrijvers te kunnen onderscheiden. Er wordt een overzicht gegeven
van recente publicaties. Er is een onderscheid tussen tekstafhankelijke en tekstonafhankelijke
methoden: het huidige onderzoek valt in de tweede groep.

In hoofdstuk 2 wordt aangetoond dat het gebruik van de orientatie van korte fragmenten van
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Figure B.1: Schematische weergave van richtingskenmerken in schrift. De hoek φ en combi-
naties van hoeken φ1, φ2 en φ3 zijn informatief voor persoonlijke schrijfstijl.

de randen (’edges’) van het schrijfspoor de basis vormt voor het construeren van kansverdelin-
gen van richtingen die effectief zijn in schrijveridentificatie. De eerste - op hoeken gebaseerde
- kenmerksvector beschrijft de kansverdeling van hoeken van lijnstukjes op de randen van het
schrijfspoor, een klassieke descriptor in schrijveridentificatie. De modus van deze verdeling,
d.w.z. de dominante richting in het schrift, komt overeen met de schuinheid van het schrift
(’slant’). Dit is een stabiel en typisch kenmerk voor een schrijver, met een redelijk onderschei-
dend vermogen tussen schrijvers. Vervolgens wordt een nieuwe krachtige methode voorgesteld
die uitgaat van twee hoeken van een scharnier (’hinge’) dat langs de randen van het schrijf-
spoor wordt gelegd. Hiermee wordt een conjuncte kansverdeling van twee hoeken vastgelegd,
waarmee gelijktijdig de verdeling van globale richtingen en de verdeling van kromming kan
worden gerepresenteerd. Dit nieuwe kenmerk (’edge hinge’) is een bivariate kansverdeling
die een zeer significante verbetering in schrijveridentificatie opleverde in verhouding tot de
klassieke univariate kansverdeling van richtingen. De richtingsgebaseerde kenmerken presteren
voor het overige ook beter dan een aantal andere traditionele kenmerken (’run length’, autocor-
relatie, entropie). Het reduceren van de hoeveelheid inkt in de testmonsters leidt tot een algehele
daling in schrijveridentificatie voor alle methoden. De rangorde van de methoden in termen van
hun prestatie verandert hierbij niet.

In hoofdstuk 3 wordt dieper ingegaan op de locale richtingen binnen het handschrift als
een effectieve bron van informatie voor schrijveridentificatie. Een derde, nieuw kenmerk werd
ontworpen dat de bivariate kansverdeling van richtingen weergeeft, die zich voordoen op tegen-
overliggende inktranden met een tussenliggend wit veld. Verdere verbeteringen van prestaties
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werden verkregen door locatie-afhankelijkheid van de basiskenmerken mee te nemen. Dit wordt
bereikt door de kenmerken onafhankelijk te berekenen voor het bovenste deel en het onderste
deel van een tekstregel, en vervolgens de resulterende vectoren samen te voegen. De asym-
metrie tussen het bovenste en onderste deel van regels tekst levert blijkbaar additionele schrij-
verspecifieke informatie op. In het empirisch onderzoek wordt een vergelijkbare prestatie in
tekstonafhankelijke schrijveridentificatie vastgesteld voor handschrift bestaande uit uitsluitend
hoofdletters en normaal, gemengd handschrift bestaande uit voornamelijk kleine letters en enige
hoofdletters, voor de batterij van verschillende kenmerken die hier berekend zijn. Figuur B.1
geeft een schematische weergave van de gebruikte elementaire onderdelen van de hoekverdelin-
gen.

Hoofdstuk 4 introduceert onze allograaf-gebaseerde methode voor schrijveridentificatie en
-verificatie. Deze methode heeft een theoretische basis en neemt aan dat iedere schrijver wordt
gekarakteriseerd op basis van de productie van elementaire schrijfvormen uit een algemeen
code-boek van vormen. Deze elementaire vormen of glyfen worden verkregen door een heuris-
tische segmentatie op het inktspoor toe te passen. Een algemeen code-boek van vormen (Fig.
B.2) wordt berekend door ’clustering’ van de verzameling van glyfen die geëxtraheerd zijn uit
het schrift van een aanzienlijk aantal schrijvers. Deze schrijvers worden buitengesloten van
de experimenten in verificatie en identificatie, waarvoor een verzameling ongeziene schrijvers
wordt gebruikt. De gebruikte segmentatie-methode levert glyfen op die minder, meer, of pre-
cies evenveel inkt als een karakter (letter) representeren. Een dergelijke methode zou problemen
opleveren indien het doel is om de inhoud van de tekst te herkennen. Desalniettemin blijken de
sub- of supra-allografische vormen zeer descriptief te zijn met betrekking tot een schrijfstijl.
Deze methode leent zich daarom uitstekend voor de automatische identificatie van schrijvers.
In grootschalige reken-experimenten zijn er verschillende methoden vergeleken om een code-
boek van basisvormen te bepalen: ’k means’, Kohonen zelf-organiserende kaarten (1D en 2D).
Het bleek dat de voorgestelde methode vrij ongevoelig is voor de aard van het gebruikte cluster-
algoritme. Een vergelijkbare prestatie in schrijver-identificatie kan worden verkregen voor een
breed bereik in omvang van het code-boek in termen van aantallen glyfen.

Hoofdstuk 5 gaat in op de vraag of er een verbetering in de prestaties van schrijveridenti-
ficatie optreedt indien de eerder gepresenteerde methoden worden gecombineerd. Op theore-
tische gronden is aangenomen dat de twee hoofdmethoden - tekstuurgebaseerde versus allo-
graaf-gebaseerde kenmerken - twee verschillende informatiebronnen representeren voor de iden-
tificatie van een schrijver. In dit hoofdstuk wordt daarom een uitgebreide analyse gepresenteerd
over combinatiemethoden om de effectiviteit en robuustheid van automatische schrijveridenti-
ficatie te verbeteren. Hoewel de twee methoden niet in absolute zin orthogonaal zijn, leve-
ren ze een zeer verschillend perspectief op één en hetzelfde stuk handschrift, op verschillend
niveau van analyse en op een verschillende schaal binnen het schrift. Het is gebleken dat com-
plexe methoden voor de combinatie van kenmerken hier niet nodig zijn. Gegeven een aan-
tal randvoorwaarden betreffende de omvang en de aard van de kenmerksvectoren blijkt het
rekenkundig gemiddelde van de twee afstanden tussen een betwist monster en een referen-
tiemonster voor de twee methoden het meest effectief te zijn. Een tweede aspect dat belicht
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Figure B.2: Voorbeeld van een code-boek met schriftfragmenten (glyfen) berekend over een
grote verzameling schrijvers. Elke schrijver gebruikt een kenmerkende deelverzameling van
glyfen uit deze referentieverzameling.

wordt in dit hoofdstuk betreft de computationele doelmatigheid. De berekening van de tex-
tuurgerelateerde kenmerken hoeft niet plaats te vinden op basis van een (dure) directe convolu-
tie van scharniervormen met het schriftbeeld. Een alternatieve methode is gebaseerd op de de-
tectie van aaneengesloten brokken inkt (’connected components’) waarvan de contour bepaald
kan worden. Daarna hoeven alleen de richtingen van de contouren te worden bepaald zon-
der irrelevante delen van het beeld te raadplegen. Een derde facet van dit hoofdstuk betreft
de omvang van de bestanden met schrijvers. Experimenten met een bestand van 900 schrij-
vers leveren een bevestiging van eerder verkregen resultaten. Deze omvang is vergelijkbaar
met de grootste verzameling van gegevens die elders gebruikt werd voor schrijver-identificatie.
De experimentele resultaten waren consistent over verschillende collecties van bestanden en
toonden aan dat een combinatie van kenmerken een verbetering opleverde in zowel de identifi-
catie als de verificatie van schrijvers. De beste combinatie van kenmerken integreert informatie
over: richtingen, grafemen en letterplaatsing (’run lengths’) met, voor 900 schrijvers, een Top-1
identificatiepercentage van 85-87% en een Top-10 herkenning van 96%. Voor de verificatie van
schrijvers werd een fout (’equal-error rate’) van 3% gevonden.

Het laatste hoofdstuk 6 geeft conclusies, terwijl Aanhangsel A een overzicht geeft van een
HTML-demonstratie van de ontwikkelde methode, met het doel om de prestaties van het sys-
teem GRAWIS (Groningen Automatic Writer Identification System) visueel te kunnen beoorde-
len.
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Dit proefschrift geeft een gedetailleerd overzicht van algoritmische aspecten van automati-
sche schrijveridentificatie en -verificatie. De ontwikkelde tekstonafhankelijke methoden hebben
mogelijk impact op toepassingen in forensisch onderzoek: ze maken het mogelijk om in zeer
grote bestanden van handgeschreven tekstbeelden te zoeken naar schriftmonsters die lijken op
de schrijfstijl van een gegeven betwist document. Zo kan er een lijst van kandidaten worden
gepresenteerd aan de forensisch schriftexpert ter nadere analyse om te komen tot een eind-
oordeel. Een deel van de tekstuurgebaseerde kenmerken uit deze dissertatie is al feitelijk in
gebruik bij een industriële toepassing. De verdere verdieping van de fundamentele inzichten
uit dit promotie-onderzoek en de uitgewerkte toepassing van de voorgestelde methoden zijn
een mooie uitdaging voor nader onderzoek.
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Look but coldly on it all,
Should they praise or should they jeer;
Waves that leap like waves must fall,
Do not hope and do not fear.
You imagine and construe
What is well and what is ill;
All is old and all is new,
Days go past and days come still.

Mihai Eminescu (Translated by Corneliu M. Popescu)
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